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초록 

 
비모수 스펙트럴 매팅에 기반한 보다 나은  

구도를 위한 사진 재구성  

 

시드라 리아즈 

지도교수: 이상웅, 조교수, Ph.D. 

컴퓨터공학과 

조선대학교 대학원 
 

 

    디지털 사진 촬영 기법에서 사진 구도에 대한 규칙은 심미적 사진 촬영을 위해 

필수적이다. 3분할법은 심미적으로 훌륭한 사진을 촬영하기 위해 사진사들이 이용하는 

가장 기본적이면서도 중요한 규칙이다.  3 분할법은 주요 피사체는 전체 사진의 

3분할선이나 3분할선의 교차점에 배치되었을 때, 균형을 가진다는 내용을 담고 있다. 

전통적인 방식의 카메라에 의해 촬영된 사진은 심미적으로 3분할법의 법칙을 따를 때 

향상된다고 알려져 있다. 본 논문에서는 3 분할법에 기반한 피사체의 재배치 방법을 

제안한다. 이 방법은 자동적으로 3 분할법을 따르도록 사진의 구도를 개선한다. 

자동적인 3분할법을 따르기 위해서는 배경 - 전경 추출, 주 객체 분할, 특징 추출, 가장 

적합한 배경 패치 탐지, 배경을 채우기 위한 합성 등의 과정이 필요하며, 마지막으로 

3분할법을 이용한 사진을 재창조하기 위해서 주요 피사체를 합성된 배경에 재배치한다. 

공인데이터베이스를 이용하여 실험한 결과 제안된 방법은 기존 기술에 비해 

전반적으로 심리적 점수에서 94.30 %의 향상을 보여주었다.  
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I. Introduction  
 

A. Compositional Photography 

Digital photography has become an exciting area of modern research in recent decades. 

People are more interested in taking photographs which are aesthetically pleasing. In taking 

the best photograph from a digital camera, people seek visual aesthetic quality as a measure in 

their photographs. ‘Aesthetic’ quality is ‘concerned with beauty and art’. The definition of 

aesthetics gives a good explanation for composition of photographs i.e. ‘made in an artistic 

way and beautiful to look at’ according to Advanced Learners Dictionary [1].  

The composition plays an important role in making aesthetically pleasing photographs. 

Composition is defined as the ‘way in which the whole is made up’, or the ‘action of putting 

things together’ [2]. The poor composition of a photograph makes the main object out of focus 

or less prominent in the photograph. For improving the photograph’s visual aesthetics, the 

various established composition guidelines exist, such as 1) rule-of-thirds, 2) visual balance, 3) 

leading lines, 4) symmetry and patterns, 5) view point, 6) background simplicity, 7) depth-of-

field, 8) framing, and 10) cropping (macro photography). The composition rules are briefly 

highlighted below:  

 

1. Rule-of-Thirds 

The rule-of-thirds says that you should 

position the most important elements in your 

scene along thirds lines, or at the points 

where the lines intersect. The photographic 

example for the Rule-of-third’s composition 

guideline is given in Figure 1.1.  

 

 

 

 

Fig. 1.1: Example of professional photograph which 

respect composition guidelines, ‘Rule-of-Thirds’.  
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2. Balancing Elements 

To make a visual balance in the 

photograph, another object of lesser 

importance is included with the 

main object in the photograph to fill 

the space. The example for the 

‘Balancing Element’ is given in 

Figure 1.2. 

 

 

 

3. Leading Lines 

The eye’s attention is naturally 

drawn to the leading lines in the 

photograph. A photograph can be 

more pleasant to the eyes if these 

lines are placed carefully. 

Example is shown in Fig. 1.3. 

 

 

 

4. Symmetry and Patterns 

In our surroundings, there are 

various natural and man-made 

patterns exist that are very eye 

catching. Including these patterns 

in the photographs improves the 

composition.  

 

 

Fig. 1.2: Example of professional photograph which 

respects the composition guideline, i.e. ‘Balancing 

Elements’ in photography. 

 

Fig. 1.3: A professional photograph which respect 

the composition rule, i.e. ‘Leading Lines’. 

Fig. 1.4: A professional photograph which respect 

the composition rule, i.e. ‘Symmetry and Patterns’. 
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5. View Point 

The view point guideline approves that the main subject should be photographed by 

different angles, i.e. from above, from sides, from very close up, and from far away. 

The view point also improves the composition of the photograph.  

6. Background Simplicity 

The busy background draws out the focus from the main subject in the photograph. So, 

a simple background sometimes improves the composition and aesthetics of the 

photograph.   

7. Depth-of-Field 

The depth-of-field composition gives the sensation of presence in the very scene. The 

photographs are captured in a way to include the foreground, the middle ground, and 

the background. Capturing the photograph in this way improves the composition.  

8. Natural Framing  

To isolate the main object from outer world, natural frames, i.e. tress, and mountains 

are placed on the horizontal extremes of the photograph. The eye focus draws to the 

main object providing more visual appreciation.  

9. Cropping (Macros) 

Sometimes a smaller object in the huge photograph makes it very difficult to draw the 

attention of the viewer’s. So the cropping of the photograph sometimes improves the 

composition.  

  

B. Research Motivation 

It is factual that composition plays an important role for capturing aesthetically pleasing 

shots. The Rule-of-Thirds (RoT) is the most important composition rule/guideline in 

photography. If digital photographs are captured in a way to follow RoT, visual appreciation is 

likely to be more towards these photographs. Rule-of-thirds divides a whole image into 3 x 3 

grids by means of 2 vertical and 2 horizontal lines for appropriate placement of the main object 

as shown in Figure. 1.1 and Figure 1.4. The vertical and horizontal thirds-lines play an 
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important role for drawing viewer’s attention towards the important object in the photograph.      

The placement of main objects along the thirds lines or one of the focus points (intersections) 

is called Rule-of-Thirds (RoT). So, our research motivation is to automate the composition of 

the photographs by considering RoT. The input shots to our system are automatically 

transformed into very highly aesthetically pleasing photographs by improving their 

composition.  

 

 

 

Fig. 1.5: Example of professional photographs which respect the rule-of-thirds. Main objects of interest 

are placed along the thirds-lines or intersection of thirds-lines in the photographs. 

 

C. Research Objectives 

   In this paper, we present our computational approaches to automatically implement the rule-

of-thirds (RoT) in digital photography without cropping or losing background information. 

The aesthetic score of resultant photographs is computationally estimated which is 

comparative to the human user ratings. The proposed system is a useful approach for camera 

automation, an onsite guide to non-photographers, and has various interesting applications in 
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computer vision. This approach also provides us an insight study of aesthetic score 

improvement in digital photography. 

 

D. Thesis Contributions 

 

1. ROI-RT Algorithm Proposed 

   Photo composition rules play an important role in creating highly aesthetic photographs. In 

this paper, we explain our computational approach for automating an important photo 

composition rule, rule-of-thirds (RoT) in digital photography. We have proposed an algorithm 

namely ‘Retargeting Objects for Implementation of Rule-of-Thirds’, (ROI-RT).  

 

2. Modification in Spectral Matting Technique for High Accuracy 

    We have performed essential modifications in original spectral matting technique [3] for 

achieving results with more accuracy. Before grouping alpha mattes and selecting the best 

alpha, we propose some steps for selecting best alpha components and grouping them. The 

results are compared to original spectral matting technique which shows high accuracy rate by 

modified method. 

 

3. Study on Segmentation Approaches 

   For automatic photo composition rules, we segment the main object from original 

photographs and then retarget on texturized background by using ROI-RT algorithm. A 

thorough study is made on many segmentation approaches to evaluate system accuracy and 

performance.  

 

4. Aesthetic Score Evaluation 

   Aesthetic score of resultant photographs is also computed for validating the results in terms 

of visually aesthetically pleasing photographs. The comparison is made with existing methods 

for automation of composition rules. 
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E. Thesis Organization 

   The rest of the thesis is organized as follows. In Chapter 2, a comprehensive overview of the 

system and essential description of the related work is provided. Chapter 3 discusses our 

proposed approach and provides a full synopsis of our system, and Chapter 4 is related to ROI-

RT scheme for composition improvement. In Chapter 5, we have proposed an image 

evaluation scheme such as aesthetic score based on generic features and aesthetic score 

function (ASF). Chapter 6 includes the experimental results for validating the proposed 

methods. In Chapter 7, conclusion of the thesis is presented by setting an insight on our future 

plans.  
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II. Overview and Related Work  
 
   Photographic composition is a well-researched topic for quality assessment in computational 

photography. This topic has received a large attention of the researchers. Recent works include 

rule of thirds detection from photographs based on features which are designed by saliency and 

generic abjectness map for detecting visual elements within the photographs [4]. Further work 

on optimizing the photo composition in [5] by crop and retarget approach for better aesthetic 

quality is presented by Liu et al. In this crop and retarget method, photo composition is 

improved by selecting the region of the photograph which has high aesthetic score, but the 

limitation of the system is that a large area in the image is removed, i.e. cropped as shown in 

Figure 2.1. 

 

Fig. 2.1: Crop and retarget approach presented based on aesthetic score by Liu et al, in [5]. 
 

   

   Similar methods are image retargeting based on global energy map [6] and automatic image 

retargeting based on these steps, i.e. segmentation, important object recognition, removing and 
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filling the gaps, resizing backgrounds and re-inserting important regions on the image [7]. This 

retargeting technique is useful to display large images on smaller displays i.e. mobile phones. 

Image retargeting with scene consistency is presented in [8] based on depth information is 

given. To make a professional photograph while taking the shot of the panoramic scene, to find 

the good composition and to find good views in panorama by saliency and GIST descriptors is 

presented in [9]. The similar work for photographic composition rules is presented in [10] 

which is a useful approach for in camera automation. The user takes the shot of the scene and 

main object is segmented and repositioned along the thirds-lines by signaling i.e. to move 

camera in some particular direction or to shift or crop the picture so that the center of mass 

should fall onto nearest corners. The example picture is shown in Fig. 2.2. The limitation of 

the scheme is that the background is cropped in order to make the center of the mass of the 

main object on the thirds lines.  

 

 

 

Fig. 2.2: In camera photo composition rules by detecting main subject and placing on thirds-lines by 

moving camera, or by shifting or cropping the picture. 

 

   These existing methods of image retargeting and seam carving are designed and presented 

for specific requirements and applications i.e. energy-map optimization, on mobile display, 

resizing for different aspect ratios etc. including systematic limitations for retargeting objects. 

In existing work, we also do not find the aesthetic measure of the resultant photographs which 

is the fundamental requirement and important aspect in digital photography. 

 

          (a) rule-of-third photo                           (b) camera panning 
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III. Photograph Reconstruction Method for Better 

Composition 
 

A. Overview of Proposed Approach 

    In this section, we present a detailed overview of the proposed system for automation of 

composition rules in digital photographs by our approach ‘Retargeting Object for 

Implementation of Rule-of-Thirds (ROI-RT). The main steps of our methods are shown in 

block diagram in Figure. 3.1. The first step is to determine the background and the foreground 

of the photographs.  

 

 

Fig. 3.1: Overview of the proposed approach for better composition. 
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   Seconds step is the segmentation of main object from photographs. Third step involves the 

segment-based features extraction from the main object. These features are used in retargeting 

the main object by using ROI-RT approaches. In fourth step, best region from the background 

is detected based on features extracted from the background portion of the photograph. Next 

step involves seamless texture synthesis for generating background of composite or resultant 

photograph. Final step is to properly retarget the main object on texturized background to 

achieve a photograph which follows the rule-of-thirds (RoT). The output photograph respects 

the rule-of-thirds, RoT to provide a better visual appreciation to the viewers. Each step is 

thoroughly explained in the following sections. 

 

1. Background-Foreground Estimation 

 

    At first step, background-foreground estimation is done by automatic spectral matting 

techniques [3]. Foreground information of input photographs is given by opacity estimation 

parameter,  . The reason of using matting techniques at first step is that 1) we have a better 

estimate of background and foreground pixels before performing hard segmentation, 2) 

Opacity estimation,   is also used for combining the segmented foreground with a new 

textured background by using ROI-RT algorithm. The fine pixels information on edges of 

the main object might lose in segmentation, so opacity estimation of foreground gives us a 

better tool for fine segmentation from background also for repositioning the foreground on 

new background. We have performed essential modifications in original spectral matting 

technique for achieving high accuracy. In Figure 3.2, results of alpha mattes are given with 

spectral matting technique and by our modified method. Here we explain the background 

foreground estimation method using automatic spectral matting techniques. 
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Fig. 3.2: Alpha components extracted by revised spectral matting technique also compared to k-means 

clustering and Levin et. al [3]. 

 

1.1 Automatic Spectral Matting 

   Image matting typically assume that each pixel },{ YyXx ii   in an input image 

),( yxI is a linear combination of a foreground color iF , a background color iB , and alpha 

matte, i . Alpha matte, i  is the pixels foreground opacity parameter. In Eq. (1), we can see 

the composition equation of an image. 

 

                                                   
    iiii BFyxI   1=,

                                                   (1)           
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   The generalized composition equation in spectral matting is achieved by assuming that each 

pixel of the image is a convex combination of K image layers 
KLL :1

 as given by Eq. (2). 

 

                                             [0,1]1;=
1=


k

i

k

i

k

i

K

k

F                                                            (2) 

 

   Alpha matte, j  of pixel ‘j’  is written as given in Eq. (3) below: 

 

                                         i

B

j

B

i

G

j

G

i

R

j

R

ij bIII   =                                          (3) 

 

where, 
B

j

G

j

R

j III ,,  are the RGB values of pixel ‘j’. Estimation of alpha matte,   is done by 

minimizing the cost function as given by Eq. (4). 
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         (4) 

where, 
2|||| ma  is a regulation term. Matting components, 

k

i in Eq. (1) must satisfy the 

condition given in Eq. (2). The K vectors of 
k

i  specify the fractional contribution to the final 

color by all layers at each pixel position. The matting components are non-negative and sum to 

1 at every pixel as given in Eq. (2). Suppose that the input photograph contains K  components 

KCC :1
 such that they are unique =ji CC   for ji  . The Laplacian matrix, n

n

AL =  

is an NN   matrix given by Eq. (5). 
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                     (5) 
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where, ij  is the Kronecker delta, k and 
2

k are the mean and variance of the intensities in the 

window kw around k, and || kw is the number of pixels in this window. M eigenvectors of the 

Laplacian matrix in Eq. (5) are computed as ],...,,[ 21 MeeeE   to form an MN  matrix. 

Then spectral segmentation with k-means clustering is performed to obtain the distinct 

components, k of an image based on eigenvector matrix, E. The distinct components of the 

image are given by Eq. (6). 

                                                                 
kCTk mEE=                                                         (6) 

 

   Before grouping different components of alpha matte and selecting the best alpha estimate in 

spectral matting technique, we discard the components with less opacity value. For a reminder, 

a value “0” represents fully transparent color and a value “1” represents fully opaque color. 

Since, we know in natural images, the majority pixels are opaque, so alpha,   values are in 

the range of [0, 1]. 

 

1.2  Discarding Alpha Components 

1) For each of K  components of alpha matte, (
k

i ) compute a 1K  matrix 

k

i

N

i

KkXV 
1=

1,2,...= =|][ . 

2) Compare stx 1)(   element in the matrix ][XV  with xth  element  sequentially as if 

mx <1)(   and replace stx 1)(   element appropriately. For Xx =1 , stop; otherwise, 

replace m  by 1m . Every element in ][XV  correponds to an alpha matte, i . The first 

element in ][XV  represents i  with a higher value in the range 10: . 

3) For every element in ][XV , check: (i) number of connected and closed opacity components, 

k

compC  for mk 1,2,..,= , and (ii) size of each connected  component )(=
k

compk CsizeS . 

4) For 0=
k

compC  discard it. 
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5) For 1=
k

compC , if  >)(=
k

compk CsizeS  where   is a threshold value, select the alpha 

component else  <)(=
k

compk CsizeS  discard it. 

6) For 0=
k

compC  and <)(=
k

compk CsizeS  discard the alpha matte component. 

Remaining alpha components are, 
d

i

k

i

r

i  =  where 
d

i  are discarded components. By 

combining remaining components, 
r

i  through Eq. (7) we find the final opacity estimation 

parameter which can distinguish the foreground and background. 

 

                                                                 
r

i

i

i

T w  =                                                           (7) 

where, w is a weight matrix with values [0,1]  for alpha components representing background 

and foreground respectively. 

 

2. Main Object Extraction 

 

   In second step, segmentation techniques are applied with the help of alpha matte for object of 

interest extraction from negative photographs (NPs). First we review state-of-the-art methods 

for segmenting the ROI with interactive and non-interactive segmentation and matting 

techniques. Here are mentioned these methods for comparison with our technique, i.e. 1) 

Bayesian Matting [11], 2) Spectral matting [12], 3) Magic Wand [13], 4) Intelligent Scissors 

[14], 5) Graph Cut [15], and 7) Grab Cut [16] etc. In our methods of segmenting the ROI, no 

user effort is required for initial tri-map provision. Also, there is no need for marking the 

margins of ROI to accurately estimate the boundaries. We take advantage of automatic spectral 

alpha matte extraction in Levin et al., [3] and improve its accuracy by discarding non-fudicial 

alpha components. Then we mask the object with seamless boundaries using alpha matte. 
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3. State-of-the-art Techniques in Segmentation 

 

3.1      Bayesian Matting 

    In Bayesian framework, the assumption is made to have information of Background (B), 

Foreground (F) and unknown region (C). Given the observation C, the problem is to find the 

most likely estimates for F, B, and  . It is expressed as a maximization over a sum of log 

likelihoods: 

 

                   
)|,,(,, CBFPmaxarg BF   

                                              
)()/()()(= ,, CPPBPFPmaxarg BF   

                                              
),,|(= ,,  BFCLmaxarg BF  

                                                 
)()()( LBLFL 
                                                   (8) 

 

where (.)L  is the log likelihood (.)=(.) logPL . The first term ),,|( BFCL  in Eq. (8) is 

defined as: 

 

                                             
2

2||)(1||
=),,|(

C

BFC
BFCL







                              (9) 

   The log likelihood corresponds to a Gaussian probability distribution centered at 

BFC )(1=    with standard deviation C . To estimate the foreground term, )(FL , 

spatial coherence of the image is used as given below:  

 

                                               )/2()(=)(
1

FFFFFL
F

T  


                                           (10) 

 

   The log likelihood of )(BF  depends on the matting type, i.e. for natural image matting, the 

term used is analogous to that of L(F) by setting iw  to 
2)(1 i . The log likelihood of )(L  
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is considered as constant. To solve Eq. (8), two assumptions are made: (i)   is constant, (ii) F 

and B are constant. With the assumption of alpha,   is constant, partial derivatives with 

respect to F and B of Eq. (8) carried out and set them equal to zero to results in Eq. (11). 
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             (11) 

 

     So, for a constant  , F and B are solved through linear equations given above. For solving 

alpha,  , F and B are assumed constant which yield a quadratic equation in   as: 
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=

BF

BFBC




                                                        (12) 

 

3.2      Spectral Matting 

   In spectral matting technique, initial tri-map or scribble information is not required [3]. 

Matting components are extracted automatically and then summed up as given in Eq. (7). In 

details, we have discussed automatic spectral matting technique in section 1.1. 

 

3.3      Magic Wand 

   Magic wand is widely used for segmentation and included in many image editing tools. The 

segmentation results are good for object with high contrast compared to the background of 

uniform color. The operation of Magic Wand is explained below: 

Magic wand takes only one input point iInput = . Based on color similarity with the input 

seed it selects the areas on image given a threshold value,  . 

For: N  pixels exist that directly linked with i: 

if >),( yxW  

1) compute a matrix nyxPNL ),(=][  for 1>N  

2) classify pixel Nn  belong to segment s  
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3) Go to step (2) to classify all the pixels in N. 

 

3.4      Intelligent Scissors 

   In intelligent scissors technique, two initial seeds are required. Based on the input seeds, a 

minimum weighted path between the two is achieved. The minimum weighted path might not 

be optimal and also the algorithm is generalized to two dimensional images. The bi-directional 

link between two input seeds is given by: 

 

                           ]
0<)()(

0)()(
[

=),(

pqifDpqp

pqifDppqqpL




                                       (13) 

 

where p  and q  are two seed points. The bidirectional links ),( qpL  are horizontal, vertical 

or diagonal with the position of p  and q . 

 

3.5      Graph Cut 

   Segmentation is defined as min-cut and max-flow graph cuts problem. The maximum flow is 

to find the flow of the maximum value on a flow network G. A cut of a flow network G is a 

partition of V into S and SVT =  such as Ss  and Tt . For a given flow f , the net 

flow is defined as ),(=),( yxfTSf
TySx




. Also the capacity of the cut is defined as 

),(=),( yxcTSc
TySx




. A min-cut of a flow is a cut whose capacity or cost is the least of all 

the s-t cuts of the network [15]. The cost of the cut is defined as ),(=

,,
,

jiWc

ji
C

ji
jEi




, where 

jiE ,  represent edges that when removed divide the graph into two discrete segments. Weights, 

),( jiW  represents the flow. The graph cut can lead us to an accurate segmentation results on 

the cost of slow implementation and user input for scribbles. 
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3.6      Grab Cut 

   Grab Cut [16] is very famous interactive segmentation technique. It is an improvement over 

Graph Cut technique with GMM (Gaussian Mixture Model) and iterative optimization. The 

user interaction is also reduced compared to existing methods of magic wand, intelligent 

scissors etc. Its algorithm is explained below: 

 

1) For each pixel ),( yxp  assign a value [0,1]  i.e. 0=  for background and 1=  for 

unknown region. 

2) Initialize two sets of GMM i.e. one for foreground and one for background and assign 

GMM labels to each pixels. 

3) Using graphcut minimize a Gibbs energy: ),,,(= zkargminE   where,  is 

background or foreground label,   is GMM parameter, k is GMM labeling parameter, and z is 

a pixel value. 

4) Update GMM parameters and repeat from step 2. 

 

 

Fig. 3.3: A comparison between segmentation techniques, (a) bayesian matting, (b) magic wand, (c) 

intelligent scissors, (d) graph cut, (e) grab cut, (f) revised spectral matting (our approach). 

   

   In Figure 3.3, the comparison of various segmentation techniques with revised spectral 

matting technique is provided. The example image is very challenging and chosen due to the 

reason of same foreground-background color distributions and intensities in the photograph. 

Revised spectral matting technique performs better for foreground segmentation in the 

photograph when some alpha components are discarded before summation.  
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   Figure 3.4 shows some more results for foreground (column c) and background extraction 

(column d) using alpha matte estimation (column b). 

 

 

Fig. 3.4: Alpha components estimation and segmentation results, (a) input image, (b) alpha estimation, 

(c) foreground extraction, (d) background extraction. 
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4. Segment-based Feature Extraction 

   Some important features are extracted, such as tilt of an object )(  with respect to vertical 

line, size ratio )( rS , area )(A , intensity )( nI , shape )( sM , vertical and horizontal position 

],[ RR hv , Euclidian distances from thirds-lines )( dE , bounding rectangle )( R , and centroids 

)(  on a gridded mesh iG  in the photograph etc.  

 

   Tilt angle )(  is extracted with respect to vertical lines. Major lines along the object are 

drawn, and a vertical line passing from the center   of the ROI is sketched. The angle 

between these two lines is called as tilt angle feature. For a tilt angle 
o45>  , the object is 

shifted towards right or left. The figurative sketch is given in Fig. 3.5. 

     

 

Fig. 3.5: Tilt angle feature to determine the position of the main object. 

    

   Size ratio )( rS  of an object can be calculated as 
h

Y

w

X
Sr ,{=  where X  and Y  are the 

width and height of the image ),( yxI , w  and h  are the width and height of the object in the 

image. To resize the object in the image for better composition we check: 
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                                 (14) 
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   Area (A) of an object is the total count of the pixels ),( yxpi  contained by the main object 

in the image, such as given in Eq. (15). 

                                                            ),(=
1=

yxpA i

n

i

                                                      (15) 

 

    Intensity )( nI  of an object play an important role in aesthetically pleasing photograph. A 

dull photograph looks very boring and visually unappealing. The main object is focused in 

photographs and does have high intensity values than the background. We estimate the 

intensity )( nI  of the main object as given in Eq. (16). A comparison is then made with the 

background pixels intensity for placement of the main object according to rule-of-thirds (RoT). 
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where ),( yxI g  is a gray-level image and N

t

N e
)2(

=






 is the Nth root of unity. If the 

background NM   pixels above or below and right or left of the main object have intensity 

values nbg II = , we determine the movement of the main object towards down, up, left 

and right respectively. 

 

   Shape )( sM  of an object is another parameter which helps us in understanding the 

appropriate position of the main object in the photograph. We check the width )(w  and height 

)(h  of the object such as if )<( hw  and )<<( Xw  where )</3)0.25(( YXh  then the 

shape is assumed to be elongated and the placement is done along the vertical lines of rule-of-

thirds. 

 

   Position ],[ RR hv  of the main object along vertical and horizontal lines is also obtained for 

better understanding the current position from vertical and horizontal rule-of-thirds lines. We 
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can consider this parameter as vector which gives us the locaion as well as its direction from 

thirds lines. 

 

   Euclidean distance )( dE  is another important measure which helps us retargeting the main 

object pixels. Euclidean distance is obtained depending on the current position of object 

],[ RR hv  as given below: 

 

                                               
2

1

2

1 )()(= yhxvE RRd                                        (17) 

 

   Similarly dE  is also calculated for ),(),,( 3322 yxyx  and ),( 44 yx  i.e. intersection points of 

thirds lines. 

   Bounding rectangle )( R  is very important parameter. There is a limit or safe boundary of 

width, /5.5)/5.5,( YX  for retargeting the object along vertical or horizontal direction of the 

photograph. The bounding rectangle R  refrains the object to cross the safe boundaries. 

   In extraction of centroids, we take an average optimal centroid, p  of two centroids, 1  and 

2  as given in Eq. (18) and (19). 
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                              (19) 

 

   In Eq. (18), 1  is the center of bounding rectangles, R  , and in Eq. (19), 2  is the 

composite center of the main object in the photograph [17]. 
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5. Background Best Patch Detection 

   Background best patch is determined by extracting the features from background after 

subtracting the main object from the photograph in section 3.1.2. The background features 

include size of background, )( BS , background sharpness or inversely the blurriness, blurB , 

intensity of the background, )(
BnI  etc. The background blurriness is calculated in Fourier 

domain by taking image’s Fast Fourier Transform, )),(( yxIFFT B  as given in Eq. (20). The 

frequencies present in the result of Fast Fourier Transform give us with the information of the 

blurriness present in the background. The large amount of high frequencies tell us the image is 

sharp and vice versa the image is blur for low amount of frequencies in the high frequency 

bands. A threshold frequency, )( f  is set to determine low and high frequencies. We 

convolved background image with Laplacian kernel 1 to find frequencies as shown in Figure 

3.6. Mean intensity of the background, )(
BnI  is calculated as given by Eq. (21). The results of 

best patch detection from foreground of the photograph can be seen in Figure 3.7. 

 

                                       
1)1)((

1=

),(=)),((  kj
N

j

NyxIyxIFFT                                        (20) 

                                                  )],([
1

=
11

yxI
XY

I B

YX

Bn                                                    (21) 

 

 

Fig. 3.6: Laplacian matrix used for convolving the photographs to get a thresholding frequency. 
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Fig. 3.7: Best patches detected from the photographs based on features. 

 

 

6. Background Texture Synthesis 

   Texturing is performed for in-painting the occluded regions in the background. For texture 

synthesis, background best patch detection based on features is done in previous sections. The 

best patch is the source which becomes input to the function 
2: RAf   called 

)(__ NNFfieldneighbornearest   [18]. Where, f  represents a function of offsets. Given 

patch coordinates ),( yxCa  in target image A  (occluded background) and corresponding 

nearest neighbor patch coordinates ),( yxCb  in source image B  (best patch), then )(af  is 

),(),( yxCyxC ba  . Here we explain NNF in more details. 
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Fig. 3.8: The schematic diagram for texture synthesis by NNF. 

 

6.1 Nearest-Neighboring Function (NNF) 

   There are three main steps in NNF i.e. (i) initialization, (ii) propagation, and (iii) search. 

Each of these steps in NNF is explained below: 

 

(i) Initialization 

   Initialization is done with random offsets by using independent uniform samples from image 

B. The offset values are stored in an array whose dimensions are those of A . After 

initialization, an iterative process is performed 4 to 5 times, for improving the NNF. In every 

iteration, offsets are scanned from left to right, top to bottom order. Each scanned offset 

undergoes two more steps such as:  i) Propagation, and ii) Search. 

 

 

 



 

 - 26 -  

 

(ii) Propagation 

   Propagation step is carried out by assuming the patch offsets are likely to be the same for 

)1,( yxf   and 1),( yxf  known offsets. The patch distance between the patch at ),( yxCa  

in image A  and patch at ),( yxCb  in image B  is denoted by ),( ba CCD . The new value of 

offset for ),( yxf  is updated as given in Eq. (22). In even iterations, the propagation is 

performed in reverse scan order by examining the offsets from right to left, bottom to top using 

)1,( yxf   and 1),( yxf . 

 

                 1)),(()),1,(()),,((=),(  yxfDyxfDyxfDargminyxf updated                (22) 

 

(iii) Search 

   For improving NNF, a sequence of candidate offsets is examined at exponentially decreasing 

distance from ov  as given below: 

     

                                                             i

i

i Rwvu 0=                                                      (23) 

 

where ),(= yxfvo , w  is a maximum search radius,  is a fixed ratio between search 

window sizes, and R  is a uniform random in the range 1,1][1,1][  . The patches are 

examined for 0,1,2,=i  until the current search radius 
iw  is below 1 pixel. We use 

))],(([= yxIsizemaxw  and 
2

1
=  in our system. The schematic diagram for texture 

synthesis by NNF is demonstrated in Figure 3.8. An illustration of results for texture synthesis 

on occluded background regions is given in Figure 3.9. 
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Fig. 3.9: Illustration of results for texture synthesis, (a) original non-floral photographs (NFPs),  

(b) texturized background, and (c) negative photographs (NPs). 

 

7. Retargeting Algorithm ROI-RT 

   The main object is retargeted by ROI-RT methods and pasted on the textured background. 

Before explaining the ROI-RT algorithm in Chapter 4, we explain some necessary details 

performed. Input image is divided into 9 equal grids, iG  as shown in Figure 3.10, where 

,9][1,2,3,...=i . The grid lines are the vertical and horizontal profiles dividing the whole 

image into 9 grids and are numbered from j=[1,2,3,...,8]. The vertical lines from left to right 

are numbered as 1, 2, 3, 4 and the horizontal lines from top to bottom are numbered as 5, 6, 7, 

8. Intersection points of the grid lines are called interest points or the points of focus. Our task 

is now to properly retarget the objects on a focus point based on background-foreground 

features to result in the better aesthetically pleasing photographs.  
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Fig. 3.10: Example of rule of third lines to divide an image into a 3 x 3 gridded mesh.  
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IV. Retargeting Approach ROI-RT for Better 

Composition 
 

 

A. Composition Guidelines 

   The first goal of better photographic composition is to determine the composition guidelines. 

In our ROI-RT approach, we make rule-of-thirds (RoT) as a composition guideline, which 

states that main object of interest in the photograph should be placed along the vertical or 

horizontal thirds lines or on the focus points (intersections of thirds lines) as shown in Fig. 4.1. 

 

 

Fig. 4.1: Placement of main object in the photograph according to composition guideline, ‘rule-of-third’. 

 

   Second composition guideline is balancing elements in our approach. In this guideline, the 

objects of interest are placed nearby to the center of the photograph to balance the weight as 

shown in Fig. 4.2 below. 
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Fig. 4.2: Placement of ROIs in the photograph by composition guideline, ‘balancing elements’. 

 

   The third composition guideline in our approach is size ratio, i.e. size of the main object 

divided by the size of the photograph. This is very important measure that professional 

photographers follow in their photographs to make high quality and aesthetically pleasing 

shots. The size ratio composition guideline can be seen in Fig. 4.3. 

 

 

 

 

 

 

 

Fig. 4.3: Visualizing the important composition guideline in photography called ‘size ratio’. 

 

B. Explanation of ROI-RT Algorithm 

 

     ROI-RT is used as an acronym for ‘Retargeting Object for Implementation of Rule-of-

Thirds’. After extraction of features from the main object and the background in Chapter 3 and 
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section 4, we apply our computational approaches to retarget the main object on the new 

textured background. The main steps of ROI-RT algorithm are given below: 

 

Steps in ROI-RT Approach: 
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      In this ROI-RT approach given above,   is the size of the foreground in the photograph 

and M  is called the size of the main object. G  is the size of one grid. rW  is denoted as 

2)]()([  RmaxRmin  , is the total width of the main object along horizontal axis. 

Euclidean distances in vertical or horizontal directions are given by, 

22 )()(= n
y

pn
x

p
n

d yxE   , where {1,2,3,4}=n  for all four focus points. The 

current position before update of centroid is denoted as ),( yx
prev

p . 
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V. Aesthetic Score Assessment 
 

   For computation of aesthetic score, we extract visual features and composition features from 

resultant photographs (outcome of the ROI-RT method) and combine these scores by means of 

an aesthetic score function, 
)(

= 1=

i

ii

n

i

w

fw

ASF


 

 which gives us an aggregate of all aesthetic 

scores. Here we mention these visual features as well as composition features which perform 

well for computation of score. 

 

1.   Composition Rule (RoT) Feature 

   A photograph of width=X, and height=Y, is divided into 9 equal grids with intersection 

points acting as focus points where important objects are placed e.g. human eyes, mass lines in 

the photographs etc. There are four intersection points, ],,,[= 4321 ppppPj  where 

/3)/3,(=1 YXp , /3)/3,(2=2 YXp , /3)/3,2(=3 YXp , and /3)/3,2(2=4 YXp . We calculate 

the distance, )),(( jpj PDmin   for j=[1,2,3,4] and assign weights, (0,1)jw . Weight 

1=jw  if jD  is minimum for any value of j  and otherwise 0=jw . So, RoT feature is 

calculated as given in Eq. (24) below. 
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2.   Position Feature 

   The top 3 segments, kS  for k=[1,2,3] are obtained by K-means clustering and position 

feature for each segment is computed from all focus points, jP  in the photograph to the center 

of each segment, 
k

SC , given by 2if  in equation below for i=[0,1,2]. Where 2)1,( ppD  

represents the Euclidean distance between two arbitrary points, p1 and p2. 
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                                 (25) 

 

where, 0.15= , the values of [1,2,3,4]=j , and )( kSA  is the area of the thk  segment. 

 

3.   Mean Intensity Feature 

   Intensity feature, 5=if  is calculated as the sum of intensity values for, ),( yxIv  in HSV 

transformation as given below. 
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4.   Average Saturation Feature 

   Average saturation is easily computed by taking average of the saturation image, SI  in HSV 

domain as give in Eq. (27). 
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5.   Wavelets Feature 

   Wavelet features for photographs are extracted using 3-level Daubechies decomposition. The 

nine features are extracted from HSV transformation of RGB images using wavelet 

coefficients. For example, for saturation image, ),( yxIS  we compute the three level wavelet 

coefficients at level k = 1, 2, 3 to compute the feature 7f  through 9f  as given by Eq. (28). 
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              (28) 

 

where, 
HH

k

HL

k

LH

kk cccW |= . Similarly, for ),( yxIH , and ),( yxIV  six other features, 10f  

through 15f  are also computed. 

 

6.   Color Feature 

   Color feature, 16f  indicates the combinations of colors present in the photographs or in other 

words, how colorful the photograph is. The dull RGB photographs are not visually appealing, 

so this feature will help us to measure aesthetics in terms of colorfulness [19]. The image is 

divided into 64 equal cubic blocks, mB  for .,64][1,2,3,...=m . For each mB , sample points 

are chosen from ideal colorful photographs for evaluating block-wise colorfulness. Earth 

Mover’s Distance is used for evaluating the colorfulness between ideal photographs and input 

photographs as give below. 

 

                          63}),|),({2,1,(=16 babadDDemdf                                 (29) 

 

where, ||)()(||=),( bLUVaLUV cIcIbad   is the Euclidean distance between the centers of the 

cubic blocks. 
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7.   Aspect Ratio Feature 

   Aspect ratio features are photograph’s dimensions i.e. area, YXf =17  and size ratio, 

YXf /=18 . They are simplest features to play an important role for proper understanding of 

foreground-background ratio’s in the photograph. 

 

8.   Average Hue Feature 

   The hue features, 19f  is computed in HSV color domain for image ),( yxIH  as given in the 

below equation. 
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9.   Aesthetic Score Function 

   The final aesthetic score is computed by aggregating the scores of individual features, 1=if  

through 19=if  by means of a scoring function, ASF . The scoring function is given in Eq. (31). 
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                                                        (31) 

 

   In the above equation, we have given more weights to the features, ,,, 321 fff  ,, 174 ff  and 

18f  which are directly related to the composition of the photographs. 

For, 1=7,18},{1,2,3,4,1= iwi  and for 6,19},{5,6,...,1=i  0.50=iw . The final scores 

are scaled in the range of [0,1] for ASF= 0.5 means average aesthetic score of a photograph. 
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VI. Experimental Results and Discussions 

A. Database 

   In this section, we discuss the experimental results performed on our database. We have 

taken different sets of digital photographs from online public databases, 1) flicker.com [20], 2) 

photoshelter [21], and 3) photo.net [22] etc. For simplicity, at first step we have chosen a set of 

photographs that have blur backgrounds with floral macros (FMB). At later steps, we have 

included floral macros with difficult backgrounds (FMD). We also have included non-floral 

photographs (NFP) in our dataset. The original photographs are called positive photographs 

(PPs). These photographs are further manipulated to make them negative photographs (NPs) 

i.e. which do not follow the composition rule, rule-of-thirds (RoT). These negative 

photographs (NPs) are then taken as input to our system. In our database, we have total of 

1350 negative photographs. In Figure 6.1 we can see the example set of original positive 

photographs (PPs) in three categories of FMB, FMD and NPF.  

 

Fig. 6.1: Example set of photographs taken from online public databases [20], [21]-[22].  
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B. Discussion on Results 

   The final composition of the photograph is automatically determined by our proposed 

approach, ROI-RT.  

 

 

Fig. 6.2: Automatic photo composition by ROI-RT method, (a) – (d) – (g) input negative photographs 

(NPs) in the first column, (b) – (e) – (h) automatic photo compoisition by proposed approach in the 

second column, (c) – (f) – (i) crop and retarget approach [5] given in third column. 

 

 

   In Figure. 6.2, the results of photo-composition are shown. In first column, the manipulated 

negative images which do not follow rule-of-thirds are given (NPs), in the second column the 

retargeting results for better composition by proposed approach are given (PR), in the third 

column we can see the results achieved by crop and retarget (CR) approach presented in [5]. 
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   In the approach of Liu alet [5], the results are effective only if we have enlarged the 

pictures from all borders, so the excessive borders are cropped out and the resultant cropped 

image is retargeted. In the dog image in (c), the result of CR approach is acceptable because 

there is enough room for cropping the dog in appropriate frame which gives optimal 

performance. In second row, where light house is near the bottom line as shown in (d), there is 

not enough room for cropping it, so the CR technique presented in [5] is not effective. It crops 

the main object i.e. lighthouse and a portion of the sea and a smaller portion of sky with clouds 

by keeping the size ratio of the object with the size of the cropping window. The picture loses 

it’s inherited semantics by CR approach. In Fig. 6.2, the images shown in the third column are 

cropped by optimal windows size only but not scaled for better visual understanding of the 

crop window in the CR approach.  
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Fig. 6.3: Automatic photo-composition optimization by ROI-RT method, (a) input images (NPs), (b) 

composition optimization by ROI-RT (our results), (c) results of CR approach [5], (d) results by SOAR 

approach [23]. 

    

   In Figure 6.3, some more results of ROI-RT scheme are presented where our approach out-

performs then the existing work and other conventional methods. In Fig. 6.3, second column, 

the boat with the sunset and shades in the sky gives us better visual aesthetics. With the CR 

approach much of the clouds are cropped out, that is not an optimal result. Although the 

horizontal lines, thirds lines and size ratio’s are kept under considerations. Results by [23] 

scale and object aware retargeting, (SOAR) crops much of the meaningful portion from the 

photograph. The semantics of the photographs are not the same both in columns (c) and (d). 

The cows in the background are cropped out because of the optimal window size in CR 

approach and also in SOAR approach as shown in Figure 6.3, second row. The third row of the 

same the figure, where dogs must have some space in the running direction, our approach re-
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targets it to one of the thirds position providing optimal composition. In fourth row second 

column, the dolphin is shifted to proper visually aesthetic point by following the composition 

rule proposed in ROI-RT. The semantics of the dolphin photograph are not same by CR 

approach and similarly by SOAR approach. 

 

   The results of aesthetic score measurement are shown in Figure 6.4. Some more example of 

ROI-RT method with their aesthetic score measures are also provided in the Figure 6.5. 

 

 

Fig. 6.4:Aesthetic score results, (a) input photographs (NPs), (b) composition optimization results by 

ROI-RT (our approach), (c) results of CR approach [5]. 

 

    

    

 

 

 

 

 

 



 

 - 42 -  

 

 

Fig. 6.5: Photographic composition optimization results together with aesthetic scores, (a) negative 

photographs (NPs), (b) ROI-RT method (our approach), (c) CR approach [5].  
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   The system accuracy rate in terms of photographs that follow the rule of thirds is given in 

Table 1 for all three categories of photographs in our database. 

 

Table  1: System accuracy for automatic photographic composition optimization. 

Category  
Number of 

Photographs  
System Accuracy 

FPB 448 98.21% 

FPD 453 90.94% 

NFP 449 93.76% 

 

 
Table  2: Efficiency comparison of composition based on aesthetic scores. 

Photograph 
Original 

Aesthetic Score  

Aesthetic Score 

for Proposed 

Composition 

Compositional 

Aesthetic Score 

by Sun et al., [23] 

Compositional 

Aesthetic Score 

by Liu et al., [5] 

Two Kids 0.44/1 0.88/1 0.32/1 0.59/1 

Girl 0.47/1 0.91/1 0.31/1 0.52/1 

Boy 0.45/1 0.89/1 0.39/1 0.58/1 

Brown Dog 0.42/1 0.79/1 0.36/1 0.61/1 

White Dog 0.43/1 0.82/1 0.33/1 0.59/1 

Crane Bird 0.41/1 0.79/1 0.25/1 0.62/1 

Cow 0.39/1 0.74/1 0.35/1 0.46/1 

Light House 0.43/1 0.89/1 0.39/1 0.61/1 

Boat 0.49/1 0.81/1 0.33/1 0.58/1 

Dolphin 0.34/1 0.83/1 0.23/1 0.55/1 
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VII. Conclusion and Future Enhancement 
 

   In this thesis, we have presented a computational approach for automatic photo-

composition optimization of photographs. The technique we presented is named as 

‘Retarget Object for Implementation of Rule-of-Thirds’, (ROI-RT). This method 

automatically improves the composition of photographs resulting highly aesthetically 

pleasing photographs. This technique keeps the semantics of the photographs by not 

cropping any background portions out of the photos. The steps we adopted are 

background-foreground estimation, main object segmentation, features extraction, 

background best patch detection, texture synthesis by patch match, and retargeting the 

alpha matte extracted foreground on synthesized background based on ROI-RT to re-

generate a photograph which follows photographic composition rules giving better visual 

aesthetics. This overall system gives good performance on blur backgrounds as well as on 

the complex backgrounds. The foreground is retargeted on background without boundary 

visibility errors by parameter-free spectral matting in our approach. The overall system 

accuracy in terms of photographs which follow the thirdsofrule   is 94.30 % which is 

very effective for achieving the better photographic composition. In the future, we would 

like to progress our research on automating photo-composition for other famous rules in 

photography, i.e., view point, depth-of-field, and diagonal dominance etc. 
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   In digital photography, composition rules are essential for capturing highly aesthetic 

photographs. Aesthetic images create a response of visual appreciation to the viewers. Rule of 

thirds (RoT) is the most important and basic rule accepted by photographers for taking 

aesthetically pleasing shots. The important object is placed along the thirds-lines or 

intersections of thirds lines. In many cases, the aesthetic quality of the photograph taken from a 

traditional camera is improved if the photograph is produced to respects the rule of thirds. In 

this thesis, a novel computational approach, "Retarget Object for Implementation of Rule-of-

Thirds'', (ROI-RT) is presented. The technique automatically improves the composition of 

photographs to follow the composition rule, rule-of-thirds (RoT). For achieving the said task, 

the main adopted steps are background-foreground estimation, main object segmentation, 

features extraction, background best patch detection, texture synthesis for occluded 

background, and retargeting the main object on synthesized background to reproduce a 

photograph which respect composition rule RoT, in photography. Experimental results show 

an overall acceptable performance of 94.30% for our method. A comparison with existing 

techniques shows that ROI-RT performs better in terms of visually aesthetic photographs.  



 

 - 49 -  

 

ACKNOWLEDGMENT 

 

I would first of all thank Allah Almighty Who enabled me to carry out this project with full 

devotion and consistency. It is only because of His blessings that I could find my way up to the 

completion of this task.  

Next, I would like to express my immense regards and honest gratitude to my supervisor, Prof. 

Sang-Woong Lee. His valuable support, guidance, appreciation and supervision, throughout 

the course of this novel research, motivationally steered me to accomplish this task 

successfully. I would also like to thank him for supporting me financially to gain a 

professional experience here in Korea.  

I also appreciate the time and efforts of the reviewing committee members, Prof. Moon, In-

Kyu and Prof. Yang, Hee-Deok for their critical analysis and precious advices during the 

preparation of this thesis.  

Finally, I also pay my esteem regards to MKE (Ministry of Knowledge Economy), Korea 

under the Global IT Talents Program supervised by NIPA (National IT Industry Promotion 

Agency), for its financial support during the period of my Master studies.  

  


	I. Introduction                    
	A. Compositional Photography    
	1. Rule-of-Thirds                    
	2. Balancing Elements                    
	3. Leading Lines                    
	4. Symmetry and Patterns            
	5. View Point                            
	6. Background Simplicity            
	7. Depth of Field                    
	8. Natural Framing                    
	9. Cropping (Macros)                    

	B. Research Motivation                    
	C. Research Objectives            
	D.Thesis Contributions            
	1. ROI-RT Algorithm Proposed            
	2. Revised Spectral Matting Technique    
	3. Study on Segmentation Approaches    
	4. Aesthetic Score Evaluation            

	E. Thesis Organization            

	II. Overview and Related Work    
	III. Photograph Reconsruction Method for Better Composition
	A. Overview of Proposed  Approach    
	1. Background-Foreground Estimation   
	2. Main Object Segmentation    
	3. State-of-the-art Techniques in Segmentation
	4. Segment-based Feature Extraction    
	5. Background Best Patch  Detection    
	6. Background Texture Synthesis    
	7. Retargeting Algorithm ROI-RT    


	IV. Retargeting Approach ROI-RT            
	A. Composition Guidelines            
	B. Explanation of ROI-RT Algorithm    

	V. Aesthetic Score Measurement    
	1. Composition Rule (RoT) Feature    
	2. Position Feature                    
	3. Mean Intensity Feature            
	4. Average Saturation Feature            
	5. Wavelet Feature                    
	6. Color Feature                    
	7. Aspect Ratio Feature                    
	8. Average Hue Feature                    
	9. Aesthetic Score Function            

	VI. Experimental Results            
	A. Database                    
	B. Discussions on Results            

	VI. Conclusions and Future Enhancements    
	Bibliography                            
	ABSTRACT                            
	ACKNOWLEDGMENT                            


<startpage>14
I. Introduction                     1
 A. Compositional Photography     1
  1. Rule-of-Thirds                     1
  2. Balancing Elements                     2
  3. Leading Lines                     2
  4. Symmetry and Patterns             2
  5. View Point                             3
  6. Background Simplicity             3
  7. Depth of Field                     3
  8. Natural Framing                     3
  9. Cropping (Macros)                     3
 B. Research Motivation                     3
 C. Research Objectives             4
 D.Thesis Contributions             5
  1. ROI-RT Algorithm Proposed             5
  2. Revised Spectral Matting Technique     5
  3. Study on Segmentation Approaches     5
  4. Aesthetic Score Evaluation             5
 E. Thesis Organization             6
II. Overview and Related Work     7
III. Photograph Reconsruction Method for Better Composition 9
 A. Overview of Proposed  Approach     9
  1. Background-Foreground Estimation    10
  2. Main Object Segmentation     14
  3. State-of-the-art Techniques in Segmentation 15
  4. Segment-based Feature Extraction     20
  5. Background Best Patch  Detection     23
  6. Background Texture Synthesis     24
  7. Retargeting Algorithm ROI-RT     27
IV. Retargeting Approach ROI-RT             29
 A. Composition Guidelines             29
 B. Explanation of ROI-RT Algorithm     30
V. Aesthetic Score Measurement     33
 1. Composition Rule (RoT) Feature     33
 2. Position Feature                     34
 3. Mean Intensity Feature             34
 4. Average Saturation Feature             34
 5. Wavelet Feature                     35
 6. Color Feature                     35
 7. Aspect Ratio Feature                     36
 8. Average Hue Feature                     36
 9. Aesthetic Score Function             36
VI. Experimental Results             37
 A. Database                     37
 B. Discussions on Results             38
VI. Conclusions and Future Enhancements     44
Bibliography                             45
ABSTRACT                             48
ACKNOWLEDGMENT                             49
</body>

