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ABSTRACT

Extraction of Brain Tumor Using Level Set Method with 

Automatic Selective Local Statistics and SPF in MR Images

Kiran Thapaliya

Advisor: Prof. Goo-Rak Kwon, Ph.D

Department of Information and Communications Engineering

Graduate School of Chosun University

The level set approach can be used as a powerful tool for the 

segmentation of the images. The purpose of this study is to propose a 

method of a segmentation of brain tumor images from MR images. In this 

paper, we introduce a new signed pressure function (SPF) which can 

efficiently stop the contours at weak or blurred edges. The local statistics of 

the different objects present in the MR images are calculated. With the help 

of the local statistics, tumor objects are identified among different objects. 

In this level set method, the calculation of parameters is a challenging job. 

The calculations of different parameters for different kind of images are 

automatic. The basic thresholding value is updated and adjusted 

automatically for different MR images. This thresholding values are used to 

calculate the different parameters in the proposed algorithm. The proposed 

algorithm has been tested on magnetic resonance images of the brain for 

tumor segmentation and its performance evaluated visually and quantitatively. 

Numerical experiments on some brain tumor images have demonstrated the 

efficiency and robustness of our method.  
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I. Introduction

A tumor is an abnormal growth of body tissue. It is one of the most common 

brain diseases, therefore its diagnosis and treatment have a vital role for the 

patients to be cured from tumor. Many medical imaging techniques allow us to 

use them in several domain of medicine, for example, computer aided 

pathologies diagnosis, follow-up of these pathologies, surgical planning, surgical 

guidance, statistical and time series analysis. Among all these, Magnetic 

Resonance Imaging (MRI) is the most common used imaging technique in 

neuroscience and neurosurgery for these applications. Segmentation of targeted 

objects, mainly anatomical structures and pathologies from MR images is a 

fundamental task, since the results often become the basis for other 

applications. The segmentation of medical images is a challenging task, because 

they usually involve a large amount of data, they have some-times some 

artifacts due to patient’s motion or limited acquisition time and soft tissue 

boundaries are usually not well define.

When the segmentation of the brain tumor has to be performed, many other 

problem arises which makes their segmentation more difficult. We can find a 

large class of tumor types which have different shapes and sizes. The location 

of brain tumor is not fixed and they vary in intensities.

Some terms used to describe magnetic resonance imaging techniques are 

listed in below table
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Table 1.1 Terms used to describe MRI techniques 

Term Description

T1 The time needed for the protons within the tissue to return to their 

original state of   magnetization

T2 The time required for the protons perturbed into coherent 

oscillation by the radio frequency   pulse to lose this coherence

TR Repetition time: the time between successive applications of radio 

frequency pulse sequences

TE Echo   time: the delay before the radio frequency energy radiated 

by the tissue.

T1-weighted Short TR, short TE. Provides letter anatomic detail

T2-weighted Long TR, short TE. More sensitive to water content and as a 

result, more sensitive to pathology

FLAIR image Long TR,   short TE. Improved contrast between lesions and 

cerebrospinal fluid.

  

  

A. Thesis Motivation and Overview

Segmentation of brain tumor from MR images is a difficult task  that involves 

the various type of disciplines covering pathology, MRI physics, radiologist’s 

perception, and image analysis based on intensity , shape and size. There are 

several issues and challenges in proper segmentation of brain tumor. According 

to the data of World Health Organization (WHO), more than 4,00,000 persons 

take the treatment of brain tumor every year. Tumor differs with it is shape, size 

and location, they can appear at different places with different intensities, 

therefore it’s difficult to find the exact tumor in the brain. The accurate 

segmentation of brain tumors is of great interest. We can classify the brain 

tumor as primary tumor called beningn which do not spread elsewhere and 

another is called secondary or malignant brain tumor which spreads from the 

other location of the body to the brain. In order to find the tumor in the brain, 

the patients in the hospital undergoes diagnosis like CT-scan and MRI.  Even 

though, the radiologist performs these diagnosis, it is very difficult to identify the 
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tumor in the brain due to the involvement of various kinds of abnormalities, 

noises and intensities.

B. Research Objectives

In this context, the first aim of this work is to develop a framework for a 

robust and accurate segmentation of large class of brain tumor in MR images. 

We proposed a new region based method for the segmentation of brain tumor 

using the advantages of CV and GAC method. This paper presents the 

formulation of design of signed pressure function (SPF) using the adaptive local 

statistics information of the object present in the magnetic resonance image. 

The thresholding values for the different objects in the images are adapted 

automatically. The main problem in level set method is the calculation of its 

different parameters. In [21], different parameters are tuned manually for 

different kinds of images during the test of the image. In the proposed method, 

no parameters are tuned manually; different parameters are set automatically for 

different kinds images. 

C. Thesis Contribution

In this thesis, a new algorithm for the extraction of the brain tumor is 

presented. We use the level set and signed pressure function to extract the 

tumor part from the brain. Different parameters are calculated automatically 

based on the image features. Important algorithms that are proposed in the field 

of brain tumor segmentation are explained in this thesis. The main contributions 

of this thesis are as follows:

New algorithm: A new algorithm is designed for the brain tumor extraction 

without considering the evolution of contour in the image, and no matter 

whether the edge of the image is weak or blur. 
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Design Procedure: a design procedure is given in order to find the important 

parameters of this algorithm. For a given application with its specifications and 

requirements, an engineer can follow the steps in this procedure to find the 

important parameters and also the appropriate number of phases in this 

algorithm.

Simulation: A simulation code was written in MAT Lab 2010 to test the 

performance of this algorithm and compare with other algorithms.

D. Thesis Organization

The remainder of this paper is organized as follows: In section 2, we review 

the classic GAC and CV models. In section 3 we describe the proposed method 

and detailed explanation of applying the proposed method for the segmentation 

of the brain tumor from the magnetic resonance images. Experimental results 

illustrating the advantages of our method over the different methods are 

discussed in section 4 followed by the conclusion in section 5.
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II.  Background 

In this section, we will discuss about the brain tumor and their types present 

in the brain. Some of the related works based on the segmentation are 

discussed in detail.

A. Brain Tumor

A brain Tumor is an intracranial mass produced by an uncontrolled and 

unwanted growth of cells found in the brain such as neurons, lymphatic tissue, 

skull, any other places or spread from other organs where cancer has taken 

place. Brain tumors are classified based on the type of tissue involved, the 

location of tumor, whether it is benign or malignant, and other considerations.

Primary brain tumors are the tumors that originated in the brain and are named 

for the cell types from which they originated. They can be benign 

(non-cancerous), meaning that they do not spread elsewhere or invade 

surrounding tissues. They can also be malignant and invasive.

Secondary brain tumors take their origin from tumor cells which spread to the 

brain from another location in the body. Most often cancers that spread to the 

brain to cause secondary brain tumors originate in the breast, kidney or from 

melanomas in the skin.

B. Classification of Brain Tumor

The classification of primary brain tumors is usually based on the tissue of 

origin, and occasionally on tumor location. The degree of tumor malignancy is 

determined by the tumor’s histo-pathological features.
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1. Classification of Brain Tumor by WHO

Here we study the properties and characteristics of most common tumors of 

WHO classification.

 Gliomas

A brain tumor that develops from glial cells is called glioma. About half of all  

  primary brai tumors and one-fifth of all primary spinal cord tumors form from  

  glial cells.

Astrocytoma

Astrocytomas are primary brain tumors derived from connective tissue cells     

  called astrocytes, which are star-shaped glial cell. They are most common     

  type of the brain tumors and account about 40% of all primary brain tumors.

Ganglioglioma

These are slowly growing tumors occurring in children and young adults.       

  Temporal lobes and cerebellar hemisphere are the most common locations for  

  this type of tumors. 

Oligodendroglioma

Oligodendrogliomas are the most common type of glioma, traditionally thought  

  to comprise 2% to 5% of primary brain tumors and 4% to 15% of gliomas. It  

  is believed that, in past, many tumors that were actually oligodendrogliomas    

  were diagnosed to be various types of astrocytomas.

Ependymoma

These are glial tumors that arise from ependymal cells within the brain. This    

  tumor is histologically benign but behaves malignantly. Intracranial lesions      

  usually arise from the roof of the fourth ventricle in children, while spinal       

  ependymomas typically occur in adults.

Medulloblastoma

In the brain, medulloblastoma most often arises in the posterior fossa. The     

  tumor has potential of spreading throughout the CNS.

Lymphoma
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Lymphomas typically develop in the sub-cortical and subependymal white      

  matter. Within the brain substance, the irregular tumor edge extends along     

  perivascular spaces. Lymphoma tumors are often multiple with central necrosis  

  in AIDS.

Meningioma

Meningiomas are the most common benign tumors, accounting for 25%-30%   

  of all primary brain tumors. They are most commonly located in the            

  para-sagittal region. They are more common in women (3: 1) and occur in    

  middle-aged and elderly patients.

Craniopharyngioma

Craniopharyngiomas develop in the area of the brain called the hypothalamus,  

  which is close to the pituitary gland. It is usually found in children or young   

  adults and accounts for around 1% of all brain tumors.

Pituitary adenoma

Pituitary adenomas comprise about 7% of primary brain tumors, they arise      

  from the anterior lobe of the pituitary gland. 

2. Classification of Brain Tumors Based on their Location

We can classify the brain tumors based on their location in to 3 classes

Local tumors: Local tumors confined to one hemisphere in one part of the     

brain.

Regional Tumors: it cross midline or tentorium invades bone, blood vessel,    

nerves and spinal cord.

Distant tumors: they are extended to nasal cavity, nasopharynx , posterior     

pharynx and outside the CNS.



- 8 -

Fig. 2.1 Various types of brain tumors in various places in the central nervous systems

3. Classification of Brain Tumor Based on their Radiologic Appearance

Based on radiological appearance of tumors in contrast enhances T1-weighted 

and without considering the histology of tumors, we can classify the brain 

tumors into 4 classes: non-enhanced, fully-enhanced without edema, 

full-enhanced with edema and ring-enhanced tumors.

Non-enhanced tumors

Tumors of this type do not take contrast agent and appear hypo-intense in    

  contrast enhances T1-weighted images. They are usually without edema or     

  little edema.

Full-enhances tumors without edema

These tumors are without edema and appear hypo-intense in T1-weighted     

  images and hyper-intense in T2-weighted and FLAIR images.

Full-enhanced tumors with edema:

These tumors have two sections, the solid section which appears in contrast   

  enhanced T1-weighted images and hypo-intense in T1-weighted images and   

  edema appears hypo-intense in T1-weighted images and contrast enhanced   

  T1-weighted images.

Ring Enhanced Tumors:

These have 3 sections, central section is necrosis, solid section surrounds the  

  necrosis and edema which surrounds the solid section.
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4. Classification of Brain Tumor Based on their Alterations

We classify the brain tumors according to their spatial characteristics and the 

nature of the potential alterations of the brain structural organization.

Small deforming tumors (SD)

These are the tumors that are principally infiltrating or non-enhanced without   

  necrosis or small necrotic tumors. The whole structural brain arrangement is    

  not significantly altered.

Large deforming tumors (LD)

These tumors are necrotic and can be surrounded by a lot of edema. These   

  tumors usually take contrast agent and are malignant.
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C. Overview of Related Works

Fig. 2.2 Classification of different segmentation method

Several approaches has been proposed in the field of tumor segmentation. 

Lee et.al. [1] evaluated the use of support vector machine (SVM) classification 

method and MRFs for brain tumor segmentation and claimed the superiority of 

SVM-based approach. Fuzzy-correctedness is a useful method that has been 

adapted for measuring the tumor volume in MR images [2,3]. Markov random 

fields (MRFs) are also popular models for many medical image processing 
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mostly used in segmentation [4,5]. Recently, Corso et.al [6] applied the 

extended graph-shifts algorithm for image segementation. 

One of the most powerful method that has been applied for the image 

segmentation is Active Contour. The basic idea is to evolve a curve around the 

object to be detected, and the curve moves towards its interior normal and 

stops on the true boundary of the object based on minimization energy. We can 

classify the active contours method as snake [7] and level set methods 

proposed by Osher and Sethian [8]. Snake is a semi-automatic method based 

on an energy minimizing spline guided by external constraint forces and pulled 

by image forces toward the contours of targets.  The main drawbacks of snake 

method are its sensitivity to initial conditions and the difficulties associated with 

topological changes for the merging and splitting of the evolving curve. In recent 

years, the level set method has become a popular due to its ability to handle 

the complex geometries and topological changes. In comparison with the snake 

model, level set methods depends on full-domain energy minimization to 

implicitly represent the evolution curves and utilize the concepts of dynamics to 

guide the evolving curve. The level set is in fact a shape driven tool which 

using a properly defines speed function , can grow or shrink to take the shape 

of any complex of object of interest. Unlike the traditional deformable model, the 

level set method does not depend on the parameterizations of the surface [9]. 

This makes it very attractive and flexible in shape modeling and image 

segmentation. Another attractive advantage of level set method is that, given an 

initial zero level set, the entire segmentation procedure is fully automatic. In level 

set method, initial contour can be anywhere with arbitary size and the position 

of initial contour does not effect the final result.  However, there are difficulties 

in using level sets that makes them less useful in some circumstances. One 

problem is that the level set formulation entail the tuning of several parameters. 

In some methods like [10-12], the interactive rates for solving the level set 

partial differential equation give the user immediate feedback on the parameters 
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and control the shape of the level set in real time. But the main short comings  

of such method is that they increase user interaction and gives better 

segmentation result if the user is familiar with the level set method and the 

region of interest. Leventon et al. [13], provides an automatic and more generic 

method for segmentation of tumor through the combination of level set evolution 

with statistical shape constraints. The main drawback of this method is that it 

may be difficult to obtain statistical prior knowledge in many cases, especially 

for tumor segmentation.

 

The existing level set method can be categorized into two classes: 

edge-based methods and region based methods.  Edge-based methods stop 

the evolving contours by applying image gradient. These models are composed 

of an edge–based stopping term and a force term to control the motion the 

contour. But the calculation of the force term is a difficult task. Edge based 

models use local edge information to attract the active contour toward the 

object boundaries. Since it uses the edge information and do not assume 

homogeneity of image intensities thus can be applied for the images with 

intensity inhomogeneities. However, this method is sensitive to initial conditions 

and often suffers from serious boundary leakage problems in images with weak 

object boundaries.

One of the most popular edge-based models is the GAC model [14, 15], 

which utilizes image gradient to construct an edge stopping function (ESF) to 

stop the contour at the object boundary. Usually, a positive, decreasing and 

regular ESF ∇ is used such that lim
→∞
  . For instance, 

                       ∇ ∇ 



                           (2.1) 

 

Where  denotes convolving image with Gaussian kernel whose standard 
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deviation is . For digital images the discrete gradients are bounded and then 

ESF in Eq. (2.1) will never be zero in edges. In some active contour model the 

balloon forces are introduce to shrink or expand the contour which is very 

difficult to design. The large balloon force causes the contour to pass through 

the weak edges of the object. However, if the balloon force is not large 

enough, then the contour may not pass through the narrow part of the object.  

The drawback of the edge based model is failing to detect the boundaries when 

the initial contour is far from the desired object boundary. However, when 

compared with the edge-based models with region-based models, region-based 

models have several advantages. Region based models automatically offers a 

closed contour while edge based models should have an extra step to obtain 

complete region contours. Region-based models aim to identify each region of 

interest by using a certain region descriptor to guide the motion of the active 

contour. Region based models utilize the statistical information inside and 

outside the contour to control the evolution of curve and is independent of edge 

information therefore it has better performance over the images which has weak 

edge boundaries and it is also less sensitive to the initial position of the 

contours. The popular region-based method active contour models [16-19] 

depend on intensity homogeneity in each of the regions to be segmented. In 

fact, intensity inhomogeneity occurs in real images from different modalities. In 

medical images, intensity inhomogeneity occurs due to technical limitations or 

artifacts introduced by object being imaged.  However, intensity inhomogeneity 

in magnetic resonance images arises from the non-uniform magnetic fields 

produced by radio-frequency coils as well as from variations in object 

susceptibility. Segmentation of such MR images usually requires intensity 

inhomogeneity correction.

One of the most popular region-based models is the C-V model [16], which 

is based on Mumford-Shah segmentation techniques [20] and has been 

successfully applied for the image segmentation. The C-V method has the ability 

to detect all of the contours irrespective of where the initial contours begin in 
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the image. Therefore, CV method is used to segment all the objects in the 

image using global segmentation. When compared with the GAC method, GAC 

can only segment the objects where the initial contour surrounds the boundary 

of the object.    

1. The GAC and C-V Models

Geodesic active contour and Chan Vase methods are very useful algorithm 

used for the segmentation of objects. These are widely used in the medical field 

for the segmentation of the defected parts and orgrans in the medical imaging.

 a. The GAC Model

Let Ω be a bounded open subset of   and I:[0,a]×[0,b]→    be a given 

image. Let C(q):[0,1]→  be a parameterized planar curve in Ω. The GAC 

model is derived by minimizing the following energy functional:

                   




     

∇

   
 




                  (2.2)

Where, g is the ESF as in Eq. (2.1).

The minimization of the objective function is done using a gradient descent 

method. Therefore, the initial curve (.) is deformed towards a (local/global) 

minimum  (c) according to the following equation 

                     ∇   ∇∇                         (2.3)   

                                                              

Normally, a constant velocity term α is added to increase the propagation 
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speed. Then, Eq. (2.3) can be written as 

                       ∇    ∇∇  ,               (2.4)

Where,  is the ESF as in Eq. (2.1), denotes the time as the contour evolves, 

  is the inward normal to the curve, and  is the curvature of the contour. 

From the above equation we can see that, two forces are acting on the 

contour, both in the direction of the inward normal:

· ∇   moves the curve towards the real object boundaries 

constrained by the curvature effect which ensures regularity during propagation.

· ∇∇   is applicable only around the real object boundaries 

∇∇≠ and has a two roles to play. The first one is to attract the curve 

to the real boundaries and to overcome along them the propagation constraints 

imposed by the curvature effect and next is it is used as a refinement term that 

centralizes the curve to the real object boundaries.

The level set formulation for the corresponding equation is as follows:

                   
∅
  ∇∅   ∇∅

∇∅  ∇∇∅               (2.5)

Where,  is the balloon force which controls the contour expanding or 

shrinking inside or outside the object boundaries.

 b. C-V Model

Chan and Vese [16] proposed an Active contour method as a special case of 

Munford-Shah problem [20]. For a given  in domain, Chan and Vese model can 

be written by minimizing the following energy functional:

       
 

 


 
 

 Ω        (2.6)
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Where   and   represent the regions inside and outside the 

contour , respectively,  and  are two constants which are the average  

intensities in   and  respectively. However, and  can be 

away from the original image, and if the intensities within   or 

  are inhomogeneous, they do not contain any local intensity 

information, which is very crucial for the image segmentation with intensity 

inhomogeneity. Within the level set method, the following assumption is made:









∈Ω  ∅    
∈Ω  ∅  
∈Ω  ∅    

Now, the value of  and  can be determined by minimizing Eq.(2.6) as 

given below.

                          ∅ 
Ω

∅


Ω

∅

                     (2.7)

                          ∅
Ω

∅


Ω

∅

                 (2.8)

We obtain the variational level set equation by incorporating the length and 

area energy terms into Eq. (2.6) as follows:

            
∅
 ∅




∇∇∅

∇∅                   (2.9)

 Where,≥ , ≥ , ≥ , ≥  are fixed parameters,  controls smoothness 

of zero level set,  increases the propagation speed, and  and  control the 
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force inside and outside the contour, respectively. ∇ is the gradient operator. 

∅ is the Heaviside function and ∅ is the Dirac function.

In numerical implementation, the Heaviside function ∅ is replaced by a 

smooth function that approximates ∅, called the smoothed Heaviside 

function  , which is defined by

                            
 


 




                     (2.10)

Accordingly, the Dirac delta function ∅, which is the derivative of the 

Heaviside function ∅, is replaced by the derivative of , and is computed 

by

                               
′  



 

                  (2.11)
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Ⅲ. The Proposed Method

In this section, we describe a system to extract the brain tumor from magnetic 

resonance images. The proposed algorithm attempts to extract the tumor 

irrespective of its shape and size.

A. Level Set Model and SPF

In order to precisely segment the brain tumor, the region based level set 

method with the modified SPF function is used. The SPF function defined in 

[26] has range of value between [-1, 1]. It changes the signs of the pressure 

of forces inside or outside the interested object. The contour shrinks if it is 

outside the interested object and expands if it is inside the object to locate the 

exact objected that has to be determined. Similarly, the spf function defined in 

[25] is

                    
min

 




 

 ∈Ω                (3.1) 

The modified SPF for the detection of brain tumor for segmentation is as 

follows:

             
min

 




 
 × log×∇

 ∈Ω       (3.1)  

 Where  and  are calculated from Eq. (2.7) and Eq. (2.8) respectively. In 

the modified SPF function,  and  are the parameters that helps the 

contour to move smoothly inside and outside the interested object which is 
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calculated later. ∇ is the gradient operator. The addition of these terms are very 

useful for the movement of contour smoothly towards the targeted object.  

is the given image and Ω is a bounded open sub-set of  .

Here, we suppose that the intensities inside and outside the object are nearly 

same regarded as  and  respectively. 

The assumption of    is made. It is intuitive that ≤ , 

≥ , therefore

                      

 
 ∈Ω               (3.2)

It is obvious that, the signs of the  in Eq. (3.1) are identical to the contour 

location. It also produces the pressure force to the different directions to push 

the contour towards the object.

Substituting the  function in Eq. (3.1) for the ESF in Eq. (2.5), the level set 

formulation of the proposed model is as follows:

          
∅
  ∇∅  ∇∅

∇∅ ∇∇∅ ∈Ω    (3.3)

B. Implementation

In traditional level set methods [14, 27-29], the level set function ∅ may 

develop shocks, very sharp or flat shape during the evolution, which causes the 

further computation highly inaccurate. In order to avoid these problems, we can 

initialize the function ∅ as a signed distance function before the evolution and 

then re-initialize the function ∅ to be a signed distance function periodically 

during the evolution. Unfortunately, the side effect of moving the zero level set 

away from its interface exists in many of re-initialization methods. From the 

practical viewpoints, the re-initialization process is quite complicated and 

expensive. Therefore,  the Gaussian filter is used to regularize the level set 
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function after each iteration.

We know that in the traditional method, the curvature based term, 

∇∅
∇∅  ∇∅ most of the time is used as a regularization term to regularize 

the level set function ∅. We know that in sine distance function, ∇∅   

which is true for all points except if they are equidistance from at least two 

points on the interface which is called skeleton but the existence of the skeleton 

does not cause any issues with the numeric as it will be smoothed with the time 

and does not affect the numerical solution to the level set equation. Since ∅ is 

an SDF function which satisfies ∇∅  , the regularized term can be written as 

∆∅, which is the Laplacian of the level set function ∅. As mentioned in [30] 

and based on the theory of scale-space [31], the evolved function of the 

Laplacian is equivalent with Gaussian Kernel filtering the initial condition of the 

function.  Therefore, regularization of the level set function is performed by the 

Gaussian filtering. The standard deviation value of the Gaussian filter controls 

the regularization strength. This standard deviation value is calculated 

automatically for the different kinds of images which reduce the workload of 

setting the value manually for the different images. As we have used Gaussian 

filter to smooth the level set function to keep the interface regular, the regular 

term ∇∅
∇∅  ∇∅ is unnecessary in Eq. (3.3) and in addition our method 

utilizes the statistical information of region, the term ∇∇∅ is unnecessary in 

Eq. (3.3). Therefore level set method can be written as 

                       
∅
  ∇∅  ∈Ω             (3.4)

In the final level set equation, we add some terms which make more regularize 

and smooth to the level set method. In addition of those terms, the final level 

set equation for the proposed method can be written as
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

∅
  ∇∅  log× 


 ∈Ω       (3.5)

Where,  is the parameter calculated automatically for each image.

C. Threshold and Parameter Calculation

In this section, we will calculate the different parameter used in the  

function and level set function used for deriving the contour towards the 

targeted object. These parameters are calculated using the mean and standard 

deviation of the object. In our proposed method different parameters are 

calculated automatically for the different kinds of images therefore it reduces the 

overload of tuning the parameter manually for different images. Since the 

parameters are set automatically proposed method is suitable for the 

inhomogeneous region. The mean and standard deviation denoted by  and   

respectively are calculated by

                           

min×   

  


  

  

                  (3.6)

                         ×


  

  


  

 

                        (3.7)

 Where  and  are the mean and standard deviation of the image . In Equ. 

(3.6), we calculate the mean value of each column in the image  and choose 

the minimum mean value and calculate its square root which is given by .

Here, we calculate the morphological gradient which is given by .

                              


⊕
   

⊖,             (3.8)
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Where first part is the dilation operation and second part is the erosion 

operation

The addition of the morphological gradient with the image  produces the 

enhanced image

                                                           (3.9)

Where  is the enhanced image.

Now, the maximum mean value of the enhanced image is calculated as

                          max×   
  


  

 

                   (3.10)

Where  and  are the mean and enhanced image respectively.

We calculate the threshold value which is given by equation as below

                                  log                        (3.11)

Where,,  and   are calculated in Equ. (3.6), Eq. (3.7) and Equ. (3.10) 

respectively and  is the threshold value.

In the proposed method, Laplacian of the level set method is replaced by the 

Gaussian kernel.  The standard deviation is the main parameter in Gaussian filter 

that regularizes the contour. In the proposed method, we replaced the standard 

deviation with the different parameter that regularizes the contour towards the 

object. The calculation of this parameter is done automatically for the different 

images instead of manually setting the parameter for different images. 

The parameter used in the Gaussian filter in the proposed method is 

calculated as follows
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                           log                      (3.12)

Where  is the parameter used in the Gaussian filter,  is calculated in 

Eq. (3.11) and  is the number of iterations.  helps to regularize the 

contour in proposed method instead of the standard deviation that is used in 

the Gaussian Kernel.  

Since we have calculated the parameter value that is used in the Gaussian 

Filter, we are going to calculate  the  parameter value used in Eq. (3.1).

While using the contour function, we get the two output values say C and h. 

C contains the (x,y) coordinates and contour levels for contour lines, and h to a 

contour group object. The value of  is calculated using the value stored in h 

returned by the contour function.

                                     log ,                         (3.13)

Where, is the value returned from the function contour in MATLAB.

Now, the value of  which is used in Eq. (3.6) and (3.5) are calculated as 

follows:

                           log
×


                        (3.14)

Where,,,, and  are calculated in Eq. (3.5), (3.11), (3.12) and (3.13) 

respectively.  is the value calculated in the   iteration.
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 D. Extraction of Tumor from Multiple Objects
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Fig. 3.1 Demonstration of segmentation of Tumor from the multiple objects 

with different intensities. 

Since our method utilizes local image intensities and calculates the local 

standard deviation of the image, it somewhat can segment the multiple objects 

in the inhomogeneous condition also. The proposed method is focused on the 

extraction of tumor part from the brain MR images, therefore, we must remove 

the other objects that is not related to the tumor. 

As shown in Fig. 3.4.1. We assume that there are    objects in the 

image, whose intensities are   respectively. The standard deviations 

of the objects are    . The areas of the objects are denoted by 

 . Since the contour are set around each object, it is very necessary 

to find the exact tumor object from the different objects presents in the image. 

For the thresholding process, the mean and standard deviation of each object 

having different areas are calculated. Therefore, the proposed algorithm applies 

the thesholding process to obtain the target object.

The following thresholding process is applied to extract the tumor part from 

the different objects.

                           ≥ ≥,                (3.15)  
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Where,,, and  are the objects, mean intensities and standard deviation 

of the object respectively. Each objects  that satisfied the Eq. (3.15) gives 

the output image  which is the tumor image.
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Ⅳ. Performance Evaluation

The dataset contains the MR images of 8 patients were acquired from the 

internet. The proposed method was tested with different MR images which have 

different shape, size and intensity. The given algorithm was tested using 

MATLAB 2010.

A. Subjective Quality

The subjective quality analysis is performed between proposed method, 

Chunming method, region growing method and Singh and Dubey method. Figure 

below shows the image obtained by proposed method and different methods. 

When the output images are viewed from the naked eyes, we can clearly see 

that the proposed method has better output result in comparison to the other 

methods. The proposed algorithm works well for all kinds of tumor images 

irrespective of its shape, size, location and its intensities. The evolution of the 

contour in different iteration in the proposed method is shown in the 

experimental results. Since, the proposed method can efficiently extract the 

tumor from brain in magnetic resonance images (MRI), our method outperformed 

the other method

     

   Fig.4.1 (a) Original image I 
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                                (a) 10th iteration

               

    (b) 20th iteration            (c) 30th iteration            (d) 50th iteration

                        

          (e)120th iteration          (f) Final Image               

Fig 4.2 Segmented results using our proposed method.
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           (a) 120th iteration                        (b) Final Image

Fig 4.3 Segmented results using Chunming method

     

 Fig. 4.4 (a) Segmented results using region grow method

 

 Fig. 4.5 (a) Segmented results using Singh and Dubey method
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Fig. 4.2 shows the segmentation results of a brain tumor image with the 

objects having the week edges and with the different intensity. The size of the 

test image is 240×240. The fig. 4.1(a) is the original image. When the proposed 

method is applied to the original image, the contour begins and search for the 

targeted object. In Fig. 4.2(a) shows the beginning of the contour in the 10th 

iteration. In Fig. 4.2 we can see the evolving of the contour at different shapes. 

The contour is attracted slowly towards the object and it covers the different 

object. The evolving of the contour is till 120th iterations which is shown in fig. 

4.2(e). At this iteration, the contour stops and surround the targeted object that 

is the tumor which occurs in the brain. (f) is the image obtained in the binary 

form from the proposed algorithm. During the experiment the value is calculated 

automatically which reduces the over head of setting the value manually. 

Fig 4.3(a) and (b) are the image obtained from the Chunming Li method. From 

the figure, it is clear that, the Chunming method is unsuccessful to extract the 

tumor part of the brain. Chunming Li method after 120th iterations fails to 

surround the targeted object but the proposed algorithm after the 120th 

iterations have succeeded to surround the targeted object. The binary image 

obtained from the Chunming Li method contains a lot of noises and false tumor 

shape which is shown in Fig. 4.3(b) but if we compare the binary image 

obtained from the proposed method, it is clear that the our method has 

extracted the tumor successfully. Fig. 4.4(a) is the image obtained from the 

region growing technique. This technique also fails to extract the tumor part. We 

can clearly see that, the noises are also presents in the image. Singh and 

Dubey shown in fig. 4.5(a) is somewhat successful to extract the tumor part 

from the brain image but when compared with the proposed method Singh and 

Dubey method is unsuccessful to extract the all the tumor part but it has given 

the false shape of the tumor in the brain.

We test the more tumor MR images with the proposed method, Chunming Li 

method, Region Growing Technique and Singh Dubey method. The different 

results obtained from the different images are below
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   Fig.4.6 (a) Original image II 

              

      (a) 10th iteration          (b) 20th iteration             (c) 30th iteration

             

    (d) 50th iteration          (e)120th iteration             (f) Final Image 

Fig 4.7 Extracted  brain tumor using our proposed method



- 31 -

                   

             (a) 120th iteration                     (b) Final Image

Fig 4.8 Extracted tumor using Chunming method

       

Fig. 4.9 (a) Extracted tumor using region grow method

  

Fig. 4.10 (a) Extracted tumor using Singh and Dubey method
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Fig. 4.6 - Fig.4.10 demonstrates the segmentation of the brain tumor using 

proposed method and other three different methods. Fig. 4.7 (a)-(f) are the 

images obtained using the proposed method. Fig. 4.6(a) is the original image. 

The different images obtained during the iterations are shown from (a) to (e) 

from proposed method. In Fig. 4.7(e) we can see that the contour surrounds the 

object which is the targeted object and (f) is the binary image obtained from 

proposed method.   Fig. 4.8(a) is the image obtained after 120th iteration and 

(b) is the binary image obtained from Chunming Li method. In this method, the 

contour fails to surround the tumor part which is our desired object. The 

Chunming method has failed to segment the tumor part from the brain image. 

Fig. 4.9(a) is the output image obtained from the region growing technique. In 

this image, we can see that the image contain a lots of noises and Fig. 4.10(a) 

is the image obtained from the Singh and Dubey method which is based on the 

manual segmentation. Since we have to know the region of interest before 

segmenting the desired part, it is really a huge overload to the people. All the 

people should have knowledge about the tumor before segmenting the region of 

interest. People with the little knowledge about the tumor may misclassify the 

tumor part from the images. Therefore, this method is not suitable.

     

Fig.4.11 (a) Original image III 
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 (a) 10th iteration 

             

 (b) 20th iteration           (c) 30th iteration           (d) 50th iteration 

                   

                  (e)120th iteration               (f) Final Image 

Fig 4.12 Segmented results of oval shape brain tumor using our proposed 

method
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           (a) 120th iteration                       (b) Final Image

Fig 4.13 Segmented results of brain tumor having oval shaped using Chunming 

method

  

Fig. 4.14 (a) Segmented results of tumor having oval shaped using region 

grow method

 

Fig. 4.15 (a) Segmented results of tumor having oval shaped using Singh and 

Dubey method
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Fig. 4.11-4.15 shows the segmentation of brain tumor from magnetic 

resonance images. The size of the image is 200×200. Fig. 4.11(a) is the 

original image and Fig. 4.12(a)-(e) are the images obtained from proposed 

method in different iterations number and image (f) is the finally extracted 

image. Fig. 4.13(a) and (b) are the images obtained from the Chunming method. 

In Fig. 4.13 (a) Chunming Li method has been successful to extract the tumor 

part but it also has the false part of the brain. It fails to surround the tumor part 

of the brain only. In this case, the proposed method has outperformed the 

Chunming Li method. Fig. 4.14 (a) and Fig. 4.15 (a) are the images obtained 

from the region growing technique and Singh and Dubey method respectively. 

Proposed algorithm has better result than these two methods respectively. 

     

Fig.4.16 (a) Original image IV 

               

   (a) 10th iteration             (b) 20th iteration           (c) 30th iteration  
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   (d) 50th iteration          (e)120th iteration              (f) Final Image  

  Fig. 4.17 (a) Extracted brain tumor having low intensity using our proposed 

method.

             

              (a) 120th iteration                (b) Final Image

Fig. 4.18 Segmented results of brain tumor having low intensity using 

Chunming method                   

          

Fig. 4.19 Segmented results of brain tumor having low intensity using region 

growing method.
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Fig. 4.20 Segmented results of brain tumor having low intensity using Singh 

and Dubey method.

Fig. 4.16 - 4.20 demonstrates the extraction of brain tumor from magnetic 

resonance images. The size of the image is 200×200. Fig. 4.16(a) is the 

original image and the images from Fig. 4.17(a) to (f) are the images obtained 

from the proposed method. Fig.4.18 (a) and (b) are the images obtained from 

the Chunming method. In proposed method the contour surround the exact part 

of the tumor where as in Chunming method the contour is in different shape 

which is different from the shape of the tumor. Fig. 19(a) and Fig. 20(a) are the 

images obtained from the region growing method and Singh and Dubey method 

respectively. Singh and Dubey method was successful to extract the tumor part 

but its shape differs from the tumor shape when compared with the real tumor 

part.

      

Fig. 4.21 (a) Original image V        
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   (a) 10th iteration 

            

    (b) 20th iteration          (c) 30th iteration          (d) 50th iteration 

            

                 (e)120th iteration             (f) Final Image    

              

Fig. 4.22 (a) Extracted brain tumor having high intensity using our proposed 

method.
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              (a) 120th iteration                  (b) Final Image

Fig. 4.23 Segmented results of brain tumor having high intensity using 

Chunming method      

        

    

Fig. 4.24 (a) Segmented results of brain tumor having high intensity using 

region growing method

  

   Fig. 4.25 (a) Segmented results high intensity tumor using Sing and Dubey 

method
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Fig. 4.21-4.25 shows the extraction of brain tumor. Fig. 4.21(a) is the original 

image and Fig. 4.5(a)–(f) are the images obtained from the proposed method. 

The proposed method when compared with the other methods yields the better 

result. Chunming method gives the different shape from the shape of the tumor, 

region growing technique has unwanted parts which may cause difficult to 

identify the brain tumor and Singh and Dubey method somehow is able to 

extract the tumor part but the result of our method is better than their method.

     

                       Fig. 4.26 (a) Original image VI           

             

  (a) 10th iteration             (b) 20th iteration             (c) 30th iteration  
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 (e) 50th iteration              (f)120th iteration             (g) Final Image   

 

Fig. 4.27 (a) Extracted star shaped tumor using our proposed method.

                      

              (a) 120th iteration                    (b) Final Image

Fig. 4.28 Segmented results of star shaped tumor using Chunming method.   

   

          

   

 Fig. 4.29 (a) Extracted star shaped tumor using region grow method.
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Fig. 4.30 (a) Segmented results of star shaped tumor using Singh and Dubey 

method.

Fig. 4.26-4.30 shows the output obtained from the proposed method, 

Chunming Li method, region growing technique and Sing and Dubey method. 

Fig. 4.26(a) is the original image, Fig. 4.27(a)-(f) are the images obtained from 

the proposed method. Fig 4.28(a) and (b) are the images obtained from the 

Chunming method and Fig. 4.29(a) and Fig. 4.30(b) are the images obtained 

from the region growing techniques and Singh and Dubey method respectively. 

Chunming method gives the false shape of the tumor. Region growing technique 

has a tumor part but it also contains other wanted parts. Singh and Dubey 

method has successfully extracted the tumor part but our method has 

outperformed the final result.

      

                         Fig. 4.31 (a) Original image VII            
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 (b) 10th iteration               (c) 20th iteration          (d) 30th iteration    

               

 (e) 50th iteration                (f)120th iteration           (g) Final Image 

Fig. 4.32 Brain tumor having cylindrical shape extracted from our proposed 

method 

          

              (a) 120th iteration                    (b) Final Image

Fig. 4.33 Extracted tumor having cylindrical shape using Chunming method.
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Fig. 4.34 Extracted tumor having cylindrical shape using region growing 

method

        

  Fig. 4.35 Extracted tumor having cylindrical shape using Singh and Dubey 

method

Fig. 4.31 - Fig. 4.35 demonstrates the output result obtained from proposed 

method, Chunming Li method, region growing technique and Singh and Dubey 

method. Fig. 4.31(a) is the original image and Fig. 4.32(a)–(f) are the images 

obtained from the proposed method. Fig 4.33(a) and (b) are the images 

obtained from the Chunming method. Here, the contour surrounds the object but 

it also surrounds the false part of the brain in 120th iterations. But in the 

proposed method, in Fig. 4.32(e) after 120th iterations the contour is exactly 

around the object. Fig. 4.34(a) and Fig. 4.35(a) are the images obtained from 

the region growing technique and Singh and Dubey method respectively. Region 

growing technique and Singh and Dubey method has been successful to extract 
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the tumor part. The size of the image used in this experiment is 150×150. 

      

                     Fig. 4.36 (a) Original image VIII            

             

   (b) 10th iteration             (c) 20th iteration           (d) 30th iteration   

               

  (e) 50th iteration              (f)120th iteration             (g) Final Image

Fig. 4.37 Tumor having complex structure segmented using our proposed 

method
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              (a) 120th iteration               (b) Final Image

Fig. 4.38 Segmented results of complex tumor structure using Chunming 

method.          

        

Fig. 4.39 Extracted complex tumor structure using region grow method.   

    

           

Fig. 4.40 Segmented results of complex tumor structure using Singh and 

Dubey method.        
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Images α ρ 

Fig. (4.2) 40.2 2.57 2.42

Fig. (4.7) 16.08 2.57 3.56

Fig. (4.12) 21.58 2.57 3.65

Fig. (4.17) 19.12 2.56 3.61

Fig. (4.22) 27.13 2.58 3.87

Fig. (4.27) 24.19 2.55 3.77

Fig. (4.32) 14.21 2.58 3.76

Fig. (4.37) 23.20 2.57 3.70

Fig. 4.37 shows our method in processing with the brain which consists of the 

tumor part. The size of the image is 200×200. Fig. 4.36(a) is the original image 

and Fig. 4.37(a)-(f) are the images obtained from the proposed method. In (a) 

we can see that the contour is not evolved to the targeted object in 10th 

iteration. But in (b) after 20th iterations the contour is near to the object and in 

120th iterations shown in (e) in proposed method, the contour successfully 

surround the object. Fig. 4.38(a) and (b) are the images obtained from the 

Chunming Li method.  Chunming method is successful to surround the object 

but we can see that it also contains some other unwanted parts. Fig 4.39(a) 

and Fig. 4.40(a) are the images obtained from the region growing technique and 

Sing and Dubey method respectively. When the output of both methods is 

compared with our method, the proposed method outperforms the final result.

 Table 4.1 calculated value of different parameter.
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Fig. 4.41 plot of sigma value () and the value α.

Table 4.1 shows the value calculated for the different parameters that are used 

in the experiment. From the table we can see that the value of α and  

are different where the value of ρ are nearly same to the different images. The 

graph shows the value plot between α and .

B. Segmentation Validation and Quantitative Analysis

The results of tumor segmentation over eight MR images for proposed method, 

Chunming method, region grow technique and Sing and Dubey method are 

compared with the manual segmentations. Fig. 4.1 to Fig. 4.40 shows the 

segmentation results by proposed method, Chunming, region grow and Singh 

and Dubey method on some of the test images. In this paper three validation 

techniques have been applied for the quantitative analysis of the different 

method. Let   and    denote the tumor voxels in the manual segmentation 

and the tumor voxels obtained from the different method. In this paper three 

validation techniques are used.

 

1. Jaccards’ measure: Jaccards coefficient is widely used to calculate the 

spatial overlap measure for the pair of segmentations   and  . It can be 

expressed as a percentage as shown below



- 49 -

                          ∪ 

∩ 
×                       (4.1)

Where   and   are the tumor voxels segmented manually and the different 

methods. 

The value obtained from the Jaccard’s Measure from different methods is 

listed in table 4.2.

2  Dice Coefficient: it is one of a number of measures of the extent of spatial 

overlap between the two binary images. It is commonly used in reporting 

performance of segmentation and its value ranges from 0 which indicates no 

overlapping and 1 denotes perfect agreement. The dice values are expressed as 

percentage and obtained using Eq. (4.2.1)

                                

× ∩ 
×                     (4.2)

Where   and   are the tumor voxels segmented manually and the different 

methods respectively. 

The value of Dice Coefficients are listed in table 4.2 for different tumor 

images obtained from different methods.

3  Root mean square error (RMSE): it is a quadratic scoring rule which 

measures the average magnitude of the error. The   value is calculated as

                         





  



 


                       (4.3)

Where   and   are the tumor voxels segmented manually and the different 
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Dice Coefficient (D)
Image index Proposed 

method

Chumming Li Region 

growing

Singh and 

Dubey

4.2-4.5 81.13 11.59 77.39 44.04
4.7-4.10 92.8 35.0 63.04 35.0

4.12-4.15 95.42 55.0 68.68 29.0
4.17-4.20 93.31 58.0 50.79 43.14

4.22-4.25 96.78 24.62 89.25 44.46

4.27-4.30 91.0 13.57 44.68 45.51
4.32-4.35 89.05 40.68 74 43.54

4.37-4.40 85.53 10.0 45.77 43.39

Jaccards Measure (JM)

Image index Proposed 

method

Chumming Li Region 

growing

Singh and 

Dubey

4.2-4.5 84.0 30.0 63.12 78.68
4.7-4.10 85.6 40.0 59.0 56.0

4.12-4.15 91.24 40.0 52.30 41.0
4.17-4.20 87.45 57.60 34.04 75.86

4.22-4.25 93.76 12.0 80.59 80.06

4.27-4.30 83.49 15.16 28.77 83.41
4.32-4.35 86.25 68.58 42.10 77.11

4.37-4.40 84.75 52.3 29.68 77.65

methods respectively,   is the Root Mean Square Error value.

The value of  ,  and   are listed in table below for different tumor 

images obtained from different methods.

Table 4.2 Competitive Results

(a)

(b)
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Root Mean Square Error ( RMSE)
Image index Proposed 

method

Chumming Li Region 

growing

Singh and 

Dubey

4.2-4.5 0.13 11.72 0.16 0.109
4.7-4.10 0.076 244.68 0.32 0.15

4.12-4.15 0.075 51.024 0.21 0.191
4.17-4.20 0.0716 336.08 0.25 0.1015

4.22-4.25 0.0748 135.0570 0.1687 0.074

4.27-4.30 0.078 196.03 0.276 0.074
4.32-4.35 0.087 0.11 0.20 0.087

4.37-4.40 0.083 29.68 0.22 0.081

(c)  

 

Table 4.2 shows (a) Jaccards measure, (b) Dice coefficient, and (c) RMSE value 

                                

(a)
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(b)

(c)

Fig. 4.42 Graphical Comparisons in terms of Jaccards measures, Dice 

Coefficient and Root mean square error obtained from table (a) 4.2.a, (b) 4.2.b, 

(c) 4.2.c.

The proposed method used Jaccards measure, Dice coefficient, and root 

mean square error value for the objective analysis between the proposed 

method, Chunming method, Region grow and Singh and Dubey method. Table 

4.2(a) to (c) shows the value calculated for Jaccards measure, dice coefficient, 
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and root mean square error value for proposed, Chunming, region grow and 

Singh and Dubey method. Fig. 4.42 shows the graphical representation of those 

values. In fig. 4.42(a), we can see that the proposed method has got the JM 

value variation from 83.49% to 93.76%. Chunming, regions grow and Singh and 

Dubey method has the JM value variation from 12% to 68.58%, 28.77% to 

80.59% and 41% to 83.41% respectively. The JM value for Fig. 4.32 and 

Fig.4.35 (a) obtained from proposed method and Singh and Dubey are nearly 

same, but for other images, values obtained from the proposed method is better 

than other method, the proposed method outperformed the other methods. 

Fig. 4.42(b) compares the Dice coefficient for proposed, Chunming, regions 

grow, and Singh and Dubey method. As we can see in this figure, and also in 

Table 4.2(b), the variation of DC in proposed method, Chunming, region grow 

and Sing and Dubey method varies from 81.13% to 96.78%, 10% to 58%,  

44.68% to 89.25%, 29% to 45.51%  respectively. Thus, the result of proposed 

method is better when compared with other methods.

Fig. 4.42(c) shows the comparison of the root mean square error value for 

different images obtained from proposed and other methods. During the 

experiment we can see from fig. 4.42(c), the Chunming method has a large 

RMSE in comparison to proposed method and other two methods. Since the 

value obtained by proposed, region grow, Singh and Dubey method are very 

less, it is not seen clearly in the fig. 4.42(c). As we look at the Table 4.2(c), 

the RMSE is less for the proposed method in comparison to region grow and 

Singh and Dubey method. For Fig. 4.5, 4.30 and 4.40 RMSE value of Singh and 

Dubey method are less than the proposed method where as for Fig. 4.25 RMSE 

value is equal to proposed method. The RMSE value calculated from proposed 

method for other figures are less than the other methods.

When we compare the graph 4.42(a), (b), and (c) the proposed method 

outperformed the Chunming, region grow, Singh and Dubey method in three 

validation techniques. Therefore, proposed method is better than other three 

methods. 
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Image index Proposed method Chunming Li

4.2-4.3 16.198 170.609
4.7-4.8 13.169 155.236

4.12-4.13 10.814 90.987

4.17-4.18 10.889 84.336
4.22-4.23 10.678 67.466

4.27-4.28 8.410 50.423
4.32-4.33 7.847 9.665

4.37-4.38 10.254 14.947

C. Complexity Analysis

In this section, we analyze the complexity of the proposed method with 

that of Chunming Lie Method based on the time complexity. The comparison 

with other two methods Region grow and Singh and Dubey is not performed 

because these two methods are not automatic and the output of these 

methods does not depend on the iteration. Table 4.3 below shows the 

calculation of time complexity performed on MATLAB 10, Intel 2.40 GHz, with 

memory 2.0 GB. From the table below, it is clear that, the time taken to run 

the proposed method is less than the Chunming method for every test 

image. Chunming method has more time complexity than proposed method 

because the contour has to be initialize on the object. The parameter has to 

be set manually. But in proposed method, these works are done 

automatically.  Therefore, we can say that the proposed method has less 

time complexity in comparison with Chunming method and proposed method 

outperformed Chunming method.

                Table 4.3 Total time taken to run the algorithm in seconds
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Ⅴ. Conclusion

Image segmentation plays a significant role in the extraction of different parts 

from the objects. In the modern era, the persons suffer from different diseases. 

The careful diagnosis is most necessary. The manual diagnosis may lead the 

death of the patients. Therefore, efficient extraction of the infected parts helps 

doctor to diagnosis the diseases in quick succession. This help to saves the 

time. In this case, our method is very helpful for the automatic extraction of the 

brain tumor from the MR images. Since, no manual calculation has to be 

performed, the proposed algorithm is helpful to the people with the low level 

knowledge about the tumor.

This thesis paper presents a class of algorithm for the extraction of brain 

tumor from MR images. The proposed algorithm segments the tumor from the 

brain images. Our method utilizes the region based method for the segmentation 

of the targeted object. The main advantages of proposed method are no matter 

where the contour evolves, the object is extracted efficiently. The contour 

evolves toward the object irrespective of its initialization and it grows and 

shrinks inside and outside the object to surround the targeted object part. There 

is no manual calculation, therefore it reduces the human error and there is no 

necessary of manually tuning the value of different parameters. The proposed 

method works well even if the image has inhomogeneous region. In the 

proposed method, we should not care of the edges of the image. The method 

is able to extract the tumor part efficiently even the image has weak edges. 

Experimental results performed on different test images of brain tumor 

magnetic resonance images have excellent performance interms of both 

subjective and quantitative analysis in comparison of other method. Since, the 

final results of proposed method over the different magnetic resonance images 

are better than the other method, our method can be used efficiently for the 

extraction of the tumor from the brain.
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