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1. Introduction

Recently, the demand for high speed short rangelegs networks (WPAN
and WLAN) for home and office is increasing dayday. The advancement in
multimedia applications such as High Definition ¥@d TV and monitors,
interactive gaming, large capacity file sharing ides such as Kiosk servers
required ultra high speed wireless connection. Toomplish those needs,
mmWave communication at 60GHz spectrum, becomirggntimst important
candidate for front end technologies to fulfill thequirement of short range

ultra high speed network applications.

1.1 Standardization

The mmWave communication with directional anten@és60 GHz is
adopted as the physical layer in the standardizatamd specifications such as
IEEE 802.15.3c [1] (WPAN) and IEEE 802.11 VHT [2VLAN) because the
spectrum can achieve multi-gigabit link speed. IER.15.3c has low cost
and low power consumption as compare to IEEE 80YHT while both can
provide Ultra high Data Rate of multi-Gbps. IEEE28(5.3c WPAN is easy to
install and easy to manage. It also has provisowrQJuality of Service (QoS)
support and defines five usage models targetingtyaof applications such as
Wireless multimedia connectivity; High definitiornecompressed streaming
video, Interactive gaming, Video/audio distributiand High speed data
transfer. VHT SG also dealing with issues of caexise of various 60GHz

technologies in same coverage area.

1.2 Motivation
mmWave communications at 60GHz spectrum has some&ueln
characteristics. The signals at 60GHz have higless of oxygen absorption

property, which causes high level of propagaticsslover distance. Thus, the



transmission range of mmWave communication is Wgualch shorter than
other wireless communications such as IEEE 802rd the link speed is
drastically decreased over distance. The high le¥/g@lath loss for long range
wireless networks is a disadvantage but it becomadaantage for WPAN and
WLAN with directional antennas, in IEEE 802.15.3cPN a single
PICONET can have 236 devices, because efficientespause of directional
antenna under high degree of path loss environnsemery high, since the
overlapped region of transmission in localized eags very small as compare
to omni-directional antennas. For instance, inlly iconnected mesh topology
such that all nodes in a localized region can comoate each other directly at
a single hop distance. In case of omni-directi@ménna a single transmission
will block all other transmissions for the allochteansmission time, while in
case of directional antenna with a high path |lesstor each transmission
occupies a small region and does not block all rotr@smissions in same

localized region

These features make it possible for multiple usersoexist and can have
concurrent communication sessidoy scheduling to share the time slot
allocations in same localized region using sam@r&dquency, the problem is
NP-Hard [11]. Furthermore, reflection is more dominant thdiffraction at
receivers in high frequency band, leads to the neechaintain line-of-sight
(LOS) to keep the high data rate. In order to keegmorter distance and LOS
between a transmitter and a receiver as much asibbmsa relay node is
introduced, which helps to achieve the high date between transmitter and
receiver. To fully utilize the space reuse, pregiga concurrent transmission
among multiple transmitters and receivers are damed, which results in

network level throughput increase, but still thisra room for improvement.



1.3 Contributions

We investigated the proposed scheme and found sqossible
improvements to further improve the network thrqugh The previously
proposed scheme creates the group of non-integfetransmissions for
concurrent transmissions. However there is stploasibility to increase non-
interfering transmissions within a group by consiug inter-group collisions.
Also few interfering transmissions can coexist witha concurrent group with
some conditions, such that no collision can talecel By considering inter-
group collision and due to the coexistence of fetarg transmissions, we get
better network performance. We introduce “Concuwyeain”, to find out
theoretical bound of the network through, ConcwyeBain is used in capacity
gaining water-filling algorithm, finally we gave difrness” comparison of
proposed schemes.

1.4 Thesis Overview

Chapter-2 briefly discuss the related work, in ptka3 the problem
statement has been explained in detail, chapter-dbbut explanation and
analysis ofMHCT scheme, chapter-5 proposed the enhanced veflSMRECT-
E and EMHCT-F for concurrent transmission, chapter-6 explaires \trater
filling algorithm, which is used to determine thetical bound. Chapter-7 is
about design considerations, the simulation pararsetind performance
metrics. The implementation of systems has beere donViatlab and C++.
Chapter-7 also includes the water-filling compamisaind various results and

finally in conclusion section we concluded our work



2. Related Work

2.1 Spatial Reusability

The spatial reusability is an important factorriorease the network capacity
and performance. Due to the high path loss fab®irhportant characteristic of
spatial reusability is significantly high in 60GHmmMmMmunication systems,
which is the base for concurrent transmission. 28] [the spatial reusability
aspect of 60-GHz wireless network is discussedetail The authors showed
that in 60 GHz WPAN systems the possibility of sgatusability is very high,
which significantly improves the network performandiowever the spatial
reuse gain is generally dependent upon number ténaas, number of
reflectors and frequency planning. [23] Showed titet performance of 60
GHz is highly dependent upon the obstructions betwsource and destination
nodes. It is important to make sure 60 GHz netvstr@uld operate in lightly
obstructed environment. However due to spatialateillisy property, network

performance in highly congested situation is exteg high.
2.2 Concurrent Transmission in mmWave WPANSs

To schedule the traffic for concurrent transmissjodifferent scheduling
schemes have been proposed so far. Few of thenetitayg specific
technologies for concurrency and some are givingege solution. The
efficient mmWave medium access control (MAC) prolots required for
60GHz technologies to support ultra high speedckvis still an open research
issue [27]. Also 60GHz technologies are using dioeal antenna; hence
modifications in MAC layer are vital to meet thesugs stemmed due to the
directional nature of the medium. Some Directionsdium access control
(MAC) related issues has been discussed for mmWMRANS in the literature

to deal with Multihop, concurrent and LOS based wmmication using



directional antennas. [3] Proposed architectureniatwave WPAN, where a
relay node is selected when the LOS link betweamcgoand destination is
blocked by moving. Without the relay, the transnoisswill be interrupted and
the connectivity will experience serious link owalgy moving obstacles. In
[28] it is shown that LOS communication is very ion@ant in 60GHz systems
because data rate of NLOS in same environment tonslidrops by 1000
times. A modified MAC layer to deal with the direstal nature of the medium
is discussed in [29]. Specifically it is suggesthdt a node can also access
channel without central controller, which meanst theacon interval time is
composition of both TDMA and CSMA/CA. The undeliaition of MAC
level channel capacity is discussed in [30]. Aushloave also proposed a novel
scheme to improve channel efficiency. In [31] TGRfgrmance was checked
for the MAC time allocation mechanism of IEEE 8@®3. TCP performed
well and achieves high throughput for high rateddtion, with appropriate
selection of size of time slots. In [8] authors éawuvestigated the effect of
human mobility on the quality of 60GHz indoor chalm It is found that
human activity has a very large scale effect onginaity of LOS channel. The
disruption due to human activities can make a celatm be unavailable for
duration up to 100ms. A site diversity techniqudriiyoducing relay nodes can
be used to overcome on this problem of human otigtru [4] and [5]
developed an exclusive region (ER) based resoummagement scheme and
analytically derived the optimal ER sizes to expldhe spatial multiplexing
gain of mmWave WPANs with directional antenna. [Bjied to allow
concurrent transmissions not causing interferemads each other to improve
the network capacity. However, [6] is limited inrrtes of single hop or
minimum hops relay for data transmission. In [15]JaXinal Weighted
Matching Scheduling (MWMS) algorithm is proposedr fgrouping the

transmission requests for concurrent transmissidme algorithm removes



profound interfering edges from the traffic grapb form groups of
transmission which can transmit at acceptable ferieg level. The algorithm
also uses weight adjustment of transmission reqoeshange the priorities for
fairness. MWMS is investigated to check the effettalgorithm on overall
energy consumption. The overall energy consumpsisaduced due to making
it possible to transmit in low interfering condite Concurrent transmission for
multicast situation in multihop is discussed in][T#4e problem of scheduling
is first formulated as constraint and unconstraiptimization problems then
some scheduling algorithms for concurrent transionssn rate adaptive
multihop networks have been proposed in [13].Thtsproposed a multi-hop
concurrent transmissioMHCT) scheduling algorithm. The piconet controller
(PNQ) selects aproper number of relay nodes, to improve a single flow
throughput between a transmitter and receiver based novel hop selection
metric reflecting the degree of distribution of thmffic load across the
network. The selection of relay nodes improves ttiveughput because the
signal strength is highly dependent upon the degaretween transmitter and
receiver and also helps to avoid the NLOS problaosed by moving objects
and human activity. To further improve the netwpetformance, a multihop
concurrent transmissiodMHCT) scheme is used to allow non-interfering flows
to concurrently transmit over an mmWave channel pByperly breaking one
long-hop (i.e., low rate) transmission into mukiphort hop (i.e., high rate)
transmissions and allowing some noninterfering h@psluding inner-flow
hops and inter-flow hops) to concurrently transité network capacity can be
efficiently improved in terms of flow and networkroughput. By carefully
analyzing the work presented in [7] it is found ttls@me improvement is
possible to further increase the capacity of nektwdyy concurrent
transmissions. The analysis work and enhanced igdgw are presented in

chapter-5 of the thesis.



2.1.1 Additional applications of Concurrent transmission

The concurrent transmission for the WiMAX mesh retacan improve the
overall performance. A cross layer technique tdyfeixploit the benefits of
concurrency at different layer in WiIMAX mesh netkas proposed in [24].
The concurrent transmission scheme has improveddtveork performance in
terms of bandwidth efficiency and power controllinjhe steered bean
mmWave network provide ultra high data rate anghé@ormance is very high
is stationary environment, which make it a potdrdsgndidate to build wireless
data centers with low cost, low power consumptiod aasy to install [25]
which can replace messy wiring among different desi Authors discussed the
topology, routing protocols, fault tolerance and ®lAayer implementation for
the wireless data center. In [26] detail architeztior the wireless data centers
using steering beams at high frequency is discuasddshowed how to replace
cross bar switches with wireless cross bar switghéthnique. A combination
of wire & wireless can further improve the performa and significantly

reduces the latency.
2.3 Theoretical bound of Concurrent Transmission

In order to calculate the optimum capacity gaintenilling solution is well
known algorithm to provide theoretical bound fore titapacity gaining
constrained optimization problem. In [16] watethfidy solution for constrained
optimization problems is discussed with a greataitletin terms of
computational efficiency it is shown that watethfiy solutions are best
solution as compare to other numerical algorithisoANater-filling solution
provides best practical solutions for most of thpacity achieving optimization

problems.



In [17] the solution for power efficient resourckoeation for TDMA in
fading channel is given as water-filling solutionThe time and bandwidth
allocation among access points for load balancngplved using water-filling
algorithm [18]. In [19] the time slot allocationrfonulti users to maximize the
network throughput with power constrained and mumm rate guarantee
problem is solved using water-filling method. Howewnost of the water-
filling capacity achieving solutions considered ovas a constrained variable
and most of them provide very complicated problgmecgic solutions. A
generalized and simple algorithm for water-fillipgpblem is presented in [20].
The solution is provided under the constraint ofveo with objective of
optimization of power transmission within a sinffi@me. However, with minor
changes and assumptions, solution can use for hberdtical bound for
optimization of time allocation within a superfranvehich described in detalil

in chapter-7.



3. Problem Description

3.1 Notations

* R =i-th Transmission Request.
* n(i) = Time slots requirement byth Transmission Request.
«  hR" =k-th Hop ofi-th Transmission Request.

* n(l,K) = Time slots requirement bkth Hop ofi-th Transmission

Request.
* d(i,j) = Distance betweerth andj-th node.
* w(i,j) = Link weight betweei-th andj-th node.
* F(j) = Workload of-th node.
*  WT = Wireless terminal.
e Gj=i-th group of concurrent hop transmissions.
* n(G;) = Time slots requirement yth group G

e MAXSLOTS = Number time slots in superframe.

N_slots = Available slots in superframe.

3.2 Time slot allocation for concurrent transmission

The time slot allocation for concurrent transmissean be considered as an
optimization of packing problem. However the praoblés different than Bin
Packing or Strip Packing because in both caseshvatiBin or Strip is fixed
and variable size rectangular items are placedi¢ch s way that in case of Bin

Packing total volume consumption and in case dp $acking height of strip



is to minimized. In time slot allocation for conoemt transmission problem, the
items have variable width with interfering and datf dimensions. The

objective is to place these items (transmissioruests) into variable size
groups, such that

* Highest priority is given to thedansmission requestith highesttime

slots requirement

 Two conflicting and interfering transmissions shtbulot exist in the

same group.

To achieve more densely populated groups the abged to place items
(transmission requests) into variable size groaas,further be enhanced, such
that

*  Two conflicting and interfering transmissions sltbabt overlap in time

dimension when they are in same group.

If n(i) represents the time slots requiremeni-tif transmission requesR}
for fixed amount of data encapsulated as frameagaayland we assunid
transmission requests are arrived atRPINC during the random access period.
Let [R, n(i)] denote each transmission request with its arvder. ThenRi
will be transformed into multihop transmissions @cding to the MHCT
scheme. Let ff, n(1k)], k=1, 2,..., mand i=1, 2, ..., N} denote the
ordered sequence representing the multihop trassmidor R. m will be a
number between 1 ani{n-1)/2wheren is the number of WTs. Fani,- hop
transmissionn(l,J) represents required number of time slots. Fomgie, the
ordered sequence faR{,n(1)] is {{ AT ,n(1,1), [A5! ,n(1,2), ..., [AE*.N(1,K]).}.
Then the optimization problem of time slot allocatiwith in a superframe for

concurrent transmission can be formulated as doetow;



ne
maxz R; (3.1)
i=1

Subject to,
ny nj
Z Z n(i,k) < MAXSLOTS
i=1k=1
vV R {i=12..,n 4 {k=12...,n}} (3.2)

MAXSLOTSrepresents the total number of time slots in aedtgme.
Minimization of time slots requirement of transnissrequest with fixed data

payload means increasing the data rate.

To solve the problem, optimum result leads towaséshard [11] and no
solution is possible in a polynomial time. Therefanstead of solving the
problem for optimum result a sub optimum resupassible. But still we have
to consider the simplicity of algorithm as much passible because the
decisions of scheduling would be carried out by PW@ich has limitation of
computational power. The algorithm which we progbdeas better sub

optimum result with in a polynomial time computai@ complexity.

3.3 Path Selection

Although main optimization problem is related tdhaduling of multihop
transmission requests, but selection of path i-ewversion of direct
transmissions into multihop transmissions is alas $ignificant effect on flow
throughput. Therefore it is also important to definow and when the path
selection should be made. The path selection i-evearsion of direct
transmission into multihop transmissions is based tloe following hop

selection metric used in [7].



TG0 | FO -
D? F

w(i,j) =

Where,D? andF are the average link length square and averatje tizads
of eachWT respectivelyd?(i, j) is the link length of linki(=j) andF(j) is the

traffic load of WT,.

wiE. 4 w43

w2 3w(ED)

wiL )/ w(d.1)
Figure 3- 1 Directinal complete graph of the netwdt

The cost of each link is calculated by Eq. 3.3. Thst is very sensitive to
the distance betweeWTs compared to the work load because the square
operation on the distance. We omit the cost relaie¢dePNC in Fig. 3-1.

To traverse the traffic flow on optimum path, awmdbioost the work load
degree distribution across the network, path seleds not made at once.
After scheduling of each non interfering group opk with in a superframe,
weighted graph is updated and next hop from remqmgesiource node is

recalculated for shortest path to destination.
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Figure 3- 2 Example of path selection decision

As shown in Fig. 3-2 at the beginning of superfrainé€SP1) path from
source to destination is calculated and represdmtddack lines, at the start of
SP2 path fronturrent nodds calculated again and represented by blue limes i
a similar way path is recalculated from current enoehtil destination reaches.
In static nodes positions path is still changingtantaneously because the path

selection metric given in Eg. 3 is also depend@oinua dynamic factor of work
load of nodes.

3.4 Non-Interfering hop transmissions
Transmission Conflict and signal interference (Sah) determine the Non-

Interfering hop transmissionis Fig. 3-3 there are 10 hop transmission requests

[ARE n(1,k)] among them 6 are scheduled for concurrent trassion as these



are non-interfering hop transmissions. Request @n@ 6 cannot be schedule in
this group because one of the source or destinatoles is already scheduled
for another hop transmission. The hop transmissiamber 7 is rejected
because it has intolerable high level of signalerigrence from hop

transmissions 1, 3 and 5.

I NS

7S 8

Figure 3- 3 Transmission Conflict (Collision) and gnal interference, determine the

non interfering hops

3.5 Beam width and interference range

The antenna beamwidth has significant impact on pihebability of
concurrent transmission i-e larger the antenna laditm lower the probability
to find concurrent transmission, since with largeramwidth each transmission
occupies more coverage area and more likely toferee other transmissions in

same localized region, causing collision.



Figure 3- 4 Beam width and interference range

In Fig. 3-4 a transmission between soupgey:)S and destinatior(xz,y»)D is
already scheduled. The angtasnda, are calculated using basic trigonometric
techniques €; + o, = Beamwidth) these angles then used to deternfiae t
interference of this transmission with new transmois requests. For example
two new transmission requests with destina@a)D and destinatior{c,d)D
forms, angles off; andf, with source(x;,y1)S. As a1 > f1, therefore(a,b)D
cannot be scheduled un8IDfinishes but(c,d)D can be schedule concurrently
with S-Dbecause; < f,.



4. Multihop Concurrent Transmission

The Multihop Concurrent TransmissioMKICT) scheme proposed in [7].
The main consideration &WIHCT is to identify and group all non interfering
hop transmissions into a single group such thattmalition of coexistence of
two or more hop transmissions of same collisiorafiEmission Conflict and

interference) property in a same group should notio
4.1 Multihop Transmission

The MHT (Multihop Transmission ) can be explaingdusing the following

two examples.

@ [Ry.n(1)]

[Ram(2)]

[Run(2)]
[R:.n(3)]

[R_}J?(j)}

@/

Figure 4- 1 Direct Transmission



[h*%,n(2,2)]

@ [Ry.n(1)]

[Ran(2)]
[Ra,n(3)]

[h™', n(1,1)]

(M™%, n(2.1)] [0 an(1.2)]

=1 "
[h%% n(3.1)
7

(0™ n(1.3)]

O)
[h™%; n(3,2)]

Figure 4- 2 Multihop Transmission.

Fig.4-1 and 4-2 depicts examples of direct singlep hand multihop
transmission. During random access period, the nsitngssion requests
TREQ[ R,n(1)], [R2,n(2)] , [Rs,n32) }of WT 1, WTs and W are arrived at the
PNC. ThenPNC first tries to construct the directional completagh of the
network like Fig.2 based on the hop selection rogfiren in Eq. 3.

In Fig.4-1, thePNC will receive three transmission request&{[n(1)],
[R2,n(2)] , [Rs,n32) }. The PNC will calculate the number of time slots for
each hop transmission and allocate the estimataéstots for each hop
consecutively, at the beginning of transmissiongoke After finishing the first
transmission request’'s scheduling, the second rrissgon request will be
considered to be schedule and will schedule them lmnone using simple

TDMA without finding shortest path and concurrency.

In case of Fig. 4-2, th®NC will receive three transmission requests like the
previous example. In the next step ARC will to find the shortest path

between the transmitter and the receiver. In cdsth® first transmission



request in Fig.4-2, theNC will chose the path from WiTto WT; for the data
transmission and convert théR;[n(1)] into {[RF' n(1,1), [ARE* n(1,2),
[RB1,n(1,3),} similarly [R,,n(2)] converted into {pF? ,n(2,1), [AE? ,n(2,3}and
[Rs,n32) is converted into {3 ,n(3,1), [AX ,n(3,3}. Such that;

n} 3

Y[ nGn] < ) [Rin@) (4.1)
i=1j=1 i=1

Then PNC will schedule them one by one using simple TDMA hwitt
concurrency. The following algorithm is a concatréansmission scheduling
scheme proposed in [7] to further enhance the tirput by scheduling the hop

transmissions concurrently.



Algorithm 1 Multihop Concurrent Transmission Schigay Scheme

BEGIN:

1. PNC receives a requehfi for n (I, J) time lots

2: for all non-empty group &= Null) do

ifhfi’s beam does not conflict with those of all exigthops in G then
4 if h}” does not have shared nodes with other hopg théh

5 ifh}” requires extra slots, n (I, J) — n (b) > 0 then

6: if Available slots N_slotsn (1, J) — n(b) then

7: Schedule" in Group G;
8:

9

1

Update = G, U{h[" };
: Update the available slots N = N =I[nJf —n (b)];
0: Update n (b) =n (1, J);

11: Update the allocated slotsiiﬁ?;

12: Sort all hops in the decreasing oodeallocated slots.
13: go to END;

14: else

15: go to line 26;

16: end if

17: else

18: Schedul&’ in Group G;

19: Update =G, U bi{ h" };

20: Update the allocated slots fgf;

21: Sort all hops in the decreasing order of alled slots.
22: Go to END;

23: end if

24: end if

25: end if

26: Next Group;

27: end for

28: if Available slots N_slots(l,J) then

29: Start a new group G(k) :hgﬁ h

30: else

31: Reject requesttfi and release resources;
32: end if

END,;




4.2 Time slot Allocation Process in MHCT

Once the direct transmissions converted into mayttitransmissionsPNC
allocates the time slots (calculated by Eq. 6.7th@ beginning of transmission
period. The PNC sorts the hop transmission requests in decreasidgr o
according to the number of time slots requirem€htl), then it checks for the
concurrent hop transmissions hop sequenceorder of each transmission
request and finally it will form group$s of hops which can transmit

concurrently.

Initially, PNC receives multiple transmission requeBisto R. Each Ris
then converted to multiple hop transmissions. Téteo§ TREQ{[ h** n(1,1),
[AR2 n(2,1), ..., [AR*n(k,1)}, represent the set of first hop transmission
requests of multi-hop transmissionsll transmission requests IMREQ are
sorted in decreasing order and checked for conoeyree form a subset Group
(Gy) of TREQ which contains all first hop transmission requdbet can be
scheduled concurrently. In next step the set of
TREQ, = {[h5',n(1,2)],[h5? ,n(2,2)], ..., [AE*, n(k, 2)]JU{ TREQ, — G,}
representing the second hops transmission reqaestslti-hop transmissions,
along with remaining transmission requests fromst fiops, will be checked for
concurrency and form next group of concurrent rrudip transmissions, G
This is an iterative process which continues uotie of the following two

conditions satisfied.
1- Y79 n(G) < MAXSLOTS ¥V G{i=1.2...,ny) (4.2)
2- All requests are scheduled.

Where n(G;) denotes the maximum number of time slots consunye@;b
and MAXSLOTSdenote the total time slots in a single superfra@eand
TREQ has some relational properties given below.



. Gic TREQ (4.3)

- G NG =@ Whera =1,23.....nandj=1,2 ,3...n andi #]. (4.4)

When condition “1” satisfied, the next hop to tlaekt successful scheduled
hop of R is consider as initial hop to final destination aodn case next
scheduling hop oRR to be schedule in next superfrarP®C recalculate multi-

hop transmissions from source node of current hapstnission to the initial
hop to final destination node.

After finishing the scheduling of the last transsms request, we may obtain
the transmission scheduling map such as Fig. 4-3.

Gy G; G; G
R1 hR11 hR12" 'hR13* _hR‘I.(_
R,th R2 o L h Rzz_ —h Rza_ hng-
------ No
R—h"— hRe, e hR3, Allocated
|
1
I
1
i Rn
Rn _hRn1_ han hRn_, th e
" ¥ ¥
Figure 4- 3 An example of time slot allocation majpf transmission periodfor

concurrent transmission usingMHCT

The allocation map made by Algorithm 1 indicatesnaorent hop
transmissions belong to each group and how mang siots each group
consumes. Then total consumption of time slotgaen below;
ng

Zn(Gi) VY G{i=12...,n,) (4.5)

i=1



Wheren(G ) is equal to highest time slots required by a hapdmission in
that group. This implies

donG) < Y [RaGEN] < Y [Ron@] (46)
i=1 MHCT i=1k=1 i=1

The bandwidth efficiency is determined by Eq. 4kfigher bandwidth
efficiency will be achieved with smaller value 0§.E4.2, which is same as
constraint of optimization problem discussed inptha3. If we carefully
observe the map, we can find a margin to improeeetficiency with a little

change to the allocation map.
4.3 Algorithm Complexity

To find out the worst case complexity BHHCT, we take some worst case
considerations; if there afd numbers of traffic flows with maximum d?
number of hops in a path. A path can have maximtiP=on-1 hops, where

is the total number of nodes. ThBtHCT will have to schedul&l*(n-1) hops.
For each hop scheduling requdg?"[,n(i,j)], in worst casé®NC has to soriN

elements. Similarly, For each hop scheduling req[léeé ,n(i,j)], in worst case
PNC has to makeN comparisons to check collision and finally one
comparison is required to update current availéible slots. So, in worst case
of MHCT PNC has to perform sorting (merge sort Wii{NlogN) complexity)
of N elements forN*(n-1) number of times, has to maké number of
comparisons (Linear comparison of all elementsirisalr search worst case
complexity O(N)) for N*(n-1) number of times and finallf comparison. It
means to schedule one hop transmissidCT has O(NlogN+N+1)
computational complexity fdd number of active traffic flows and number of
nodes. To schedule all the hop requests total tomplexity isO(N*(n-1)*
(NlogpN+N+1)).



5. Enhanced Multihop Concurrent

Transmission

Algorithm 1 does not consider inter-collisions amogroups but only
considers intra-collisions within a group. The hogmsmissions in a group are
guaranteed to have no collision but hop transmisslmetween groups are not

checked if they are interfered or not.
5.1 Time slot Allocation Process in EMHCT-F/E

To check the inter-group collision for each reqadstransmission request,
we enhancedMHCT and proposed two versionEMHCT-F (Enhanced
Multihop Concurrent Transmission-Fixed) aBMHCT-E (Enhanced Multihop
Concurrent Transmission-Expandable). The main denation oEMHCT-F/E
is the identification and grouping of hop transnaes such that two or more
conflicting/interfering hop transmissions can ceéxn the same group if they

fallow following conditions;

1- The conflicting and interfering transmissions sldoabt overlap in

time dimension when they are in same group.
2- They should fallowhop sequencerder of each transmission.

3- In case ofEMHCT-Fthe time slots requirement(l,J) should satisfy
condition ‘a’ and in case odEMHCT-E the time slots requirement
n(l,J) should satisfy condition ‘b’.

a. n(1,J) shouldbe less than or equal to difference of largest time
slots requirement of conflicting hop transmissioml aime slots
requirement of the group(G).

= n(l,d) <=n(G) - max[n(l,J)]



b. n(1,J) shouldbe less than or equal to the sum of remaining time
slots in the superframe and time slots requirenoérhe group
n(G).

= n(l,J) <= Ngiots + N(G) - max[n(l,d)]

EMHCT-E andEMHCT-F both outperform each other based on beamwidth
of antennas. For higher beamwidth each transmisgionpies larger area, have
a large interference dimension. Therefore, withadtéring the size of group, it
becomes difficult to place new transmission requesiready existing groups.
The expansion of group which should satisfy theddmm 3-b, increases the
probability to place the new transmission requesexisting groups. Hence
EMHCT-E has better results as compare EMHCT-F .But for smaller
beamwidth each transmission occupies small areze hasmall interference
dimension. Therefore, without altering the sizegobup, we can place new
transmission request in already existing groupsichvishould satisfy the
condition 3-a. HencEMHCT-Fhas better results as compard&etdHCT-E In
other wordsEMHCT-F tries to accept more fast transmission requests wit
small interfering range whilEMHCT-E tends to accept slow transmission

requests with large interfering range.

G; G: Gs G;
R1
R, hm‘1 hmz_ -hm:;- hm4 —1 —
Ry phR2,= hee, h"2, ™2 " -
_______ No Allocated
R3 LIR31 hRI!‘ L‘RSS_ _______ hRS’(
i
1
Rm htM. SO —hRm hR™, —hRm |
R. I L_pRn,— hRn, LhR", -
h 4 h 4
Figure 5- 1 An example of time slot allocation mapf transmission periodfor

concurrent transmission usingEMHCT-F/E



In general pictorial fornEMHCT-EandEMHCT-Fboth give the same time
slot allocation map for concurrent transmissioregin Fig. 5-1 but for specific
situation allocation map for concurrent transmissior EMHCT-E and
EMHCT-F can be different. The total consumption of timetsitior EMHCT-
F/E can also be represented by Eq. 4.5, bl EMHCT-F/Eeach group holds
more hop transmission requests as compaMHET, hence number of groups
will reduce for same hop transmission requests. Hmee of each group will
also be almost same because the size of groupndeterby the priority
scheme, which is same fdMHCT andEMHCT-F/E This implies

g g
nG) < ) G
i=1 EMHCT-E/F i=1 MHCT

i

Zi hfon(i, ] < zi[Ri,n(i)] (5.1)
i=1k=1 i=1

In EMHCT-F/E the relational properties @&; and TREQ are different and

given below.
- Gi¢ TREQ (5.2)
- GiNGj# @ Wherei =1,2,3.....nandj=1,2 ,3...n andi #j. (5.3)

In EMHCT-F/E,G; can contain hop transmission requests from oIREQ
similarly two different groups can posses hop tmaission requests of same

collision properties.

In Fig. 5-1 hop transmission @52 in G; has interference with?™ and

previous hop transmission of same transmissibf?) is also already exists in



G1. Becausen(2,2) is less thenrj(1,1)-(n(m,1)+n(2,1)) h5? is placed inG;,

such that it does not overlap with™. Similarly k¥ is placed inG, along with

conflicting hoph®™ and previous hop transmission of same transmigshéh)

as it is satisfying all conditions to avoid the lspbn during concurrent

transmissions.

5.2 EMHCT-E/F Algorithm

The Algorithm 2 and 3 are enhanced versions of woraot transmission

scheduling scheme which are considering inter-gamgintra-group collisions

to schedule hop transmission requests. A briefwasgpexplanation is given

below;

STEP 1: Execute Algorithm 1 and obtain the time allmcation map

STEP 2: Sort the hop transmissions in every groiip the number

of allocated time slots in descending order

STEP 3: Start span overlapping process fi@gagainstG;. After

finishing the span overlapping betwe&a and G;, apply the same
procedure toGz againstG, and so on. In case db,’s span

overlapping, start it from the first hop transmissiof G,, Check if

this hop transmission or the span overlapping chtdi causes a
collision with the hop transmissions @y, one by one until meeting
the hop transmission having a collision with eathep or the hop
transmission belonging to the same transmissiomesq If span
overlapping candidate found few collisions or hegnsmissions
from same transmission request, in cas&MHCT-F it checks the
conditions 1,2 and 3-a, while in case BMHCT-E it checks the

conditions 1,2 and 3-b.



* STEP 4: if the lookup of STEP 3 finds the spedifap transmission
satisfying the conditions, move the allocated tish@ts of the span
overlapping candidate back to back at the endehtp transmission
before the specific hop transmission. Then, theé heg transmission
of G, performs the same procedure of STEP 3. After Hing span
overlapping of all hop transmissions @3, the hop transmissions of
Gs starts the span overlapping procedure as descinb8@EP 3 and
STEP 4. The span overlapping procedure will cortinatil finishing

the last group’s span overlapping.
5.3 Algorithm Complexity

To find out the worst case complexity BMHCT-F/E is same asvHCT
except for scheduling of each hop, the number afparisons in worst case is
N*(n-1). It means to schedule one hop transmissEMHCT-F/E has
O(NlogN+(N*(n-1)+1) computational complexity foN number of active
traffic flows andn number of nodes. To schedule all the hop requetgktime
complexity iSO(N*(n-1)*(NlogpN+(N*(n-1)+1)).



Algorithm 2 EMHCT-F

BEGIN:
1: PNC receives a requebfl for n (1, J) time lots

2: for all non-empty group (5= Null) do
3: for all non-empty group (G= Null) ,{i=1,2....b-1} do

4: ifh]’-”’s beams conflict with few of existing hops in @r h]’-” have shared nodes with other
hops in Gi then
5: G = Identify beam conflicting and shared nodes, wharc G
6: n(c) = Maximum n in G
7: foralhf' in G, do
8: if n (I, J¥ n(i) - n(c)
9: Update;G G U i{ h]’-” }, position at n(c) and Go to END;
10: end if
11: end for
12: end if
13: end for
14: if h]’-“"s beam does not conflict with those of all exigtimops in G then
15: ifh]’-” does not have shared nodes with other hopsg ithén
16: ifh]’-” requires extra slots, n (I, J) — n (b) > 0 then
18: if Available slots N_slots n (1, J) — n(b) then
19: Schedulef* in Group G;
20: Update (3= GU{h}'};
21: Update the available slots N = N =I[rJ] —n (b)];
22: Update n(b) =n (1, J);
23: Update the allocated slots fit;
24: Sort all hops in the decreasing ordallocated slots.
25: go to END;
26: else
27: go to line 38;
28: end if
29: else
30: Schedulef in Group G;
31: Update (= G, Ub;{ hf' };
32: Update the allocated slots hﬁf;
33: Sort all hops in the decreasing ordalloicated slots.
34: Go to END;
35: end if
36: end if
37: end if
38: Next Group;
39: end for
40: if Available slots N_slots(1,J) then
41: Start a new group G(k) :hg‘i >
42: else
43: Reject requesh]‘»“ and release resources;

44: end if END;




Algorithm 3 EMHCT-E

BEGIN:
1: PNC receives a requehf" for n (1, J) time lots
2: for all non-empty group (5= Null) do
3: for all non-empty group (G= Null) ,{i=1,2....b-1} do

4: if h]’?"’s beams conflict with few of existing hops in @i h]’-” have shared nodes with other
hops in Gi then
5: G = Identify beam conflicting and shared nodes, wharc G
6: n(c) = Maximumn in G
7: foralhf' in G, do
8: if n (I, J¥ n(i) - n(c)
9: Update;G G U i{ h]’-” }, position at n(c) and Go to END;
10: else
11: if n(l, X N_slots +n(Q
12: Update;& G U i;{ hf }, n(G)=n(l, J) and Go to END;
13: end if
14: end if
15: end for
16: end if
17: end for
18: if h]’-“"s beam does not conflict with those of all exigtimops in G then
19: ifhfi does not have shared nodes with other hops ithén
20: ifhfi requires extra slots, n (I, J) — n (b) > 0 then
21: if Available slots N_slots n (1, J) — n(b) then
22: Schedule[" in Group G;
23: Update (= GU{hf'};
24: Update the available slots N = N =I[rJ] —n (b)];
25: Update n(b) =n (1, J);
26: Update the allocated slotsiiﬁf;
27: Sort all hops in the decreasing ordedlocated slots.
28: go to END;
29: else
30: go to line 41;
31: end if
32: else
33: Schedulef" in Group G;
34: Update (= G, Ub;{ hf* };
35: Update the allocated slots figt;
36: Sort all hops in the decreasing ordallocated slots.
37: Go to END;
38: end if
39: end if
40: end if
41: Next Group;
42: end for
43: if Available slots N_slotn(l,J) then
44: Start a new group G(k) =hf*" };
45: else
46: Reject reques&t}” and release resources;

47: end if END;




6. Water-Filling

A generalized water-filling solution algorithms farwide verity of family of
water-filling solutions is presented in [20], incbua way to make the practical
implementation simpler. If we reconsider our oljexfunction of optimization
problem and redefine according to the form of c@must optimization problem
discussed in [20] then we can obtain water-filiagult by using algorithm-3.

ny
maxz log (1 + R; p;)
i=1

Subject to,

ng nj,
Z n(i,k) < MAXSLOTS

i=1k=1

v i =12 n}{k=12...n}}

n(i, k) >0 {i=12... n}{k=12....,n} (6.1)
Given by
n(i, k) = (- piH* {i=12... n}{k=12...n}} (6.2)

Where (x)* selects the maximum value fofi,k), p is the concurrency gain
for a transmission request, MAXSLOTS is the numbértotal slots in a
superframen(l,k) is the time slots requirement th transmission andé-th

hop, i*k are the total hop transmission requégtsand u is the water level,

which is chosen such thazglzz;;ln(i, k) = MAXSLOTS. Water level
depends upon the concurrency gai, (t get high if concurrency gairp) is
low and it gets low if concurrency gaip)(is high. Which means that the hop

transmission requesks’ will get higher data rate with low water level.



The constrained optimization problem in Eq. 6.8imilar to the constrained
optimization problem given in Eg. 3.1. The objeetiof our constrained
optimization problem is to maximiz&; however in Eq. 6.2 objective is to

maximize the log value at; with concurrency gainol).
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o
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£
—
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—— 4
Transmission Requests (R;)
Figure 6- 1 Water-filling realization of problem given in Eq 6.1

The algorithm-3 [20] gives the water-filling solomi for our constrained
optimization problem with worst case complexity'tf iterations. In algorithm-
3 constraint function g satisfy the constraint condition i-e
g = XL ¥Tph n(i, k), — MAXSLOTS . this constraint function make the

value ofn(i,k) depends upon water levgl In this way the hop transmission



requestshﬁ" with high concurrency gainp] get more allocation of time

resources.

Water-filling is a greedy solution of constrainegtimization problem and
allocate more resources to transmission requelthigih concurrency gaimpy.
This greedy approach increases the overall thrautghp network to give an
optimum result. We have compared the result of mfdieg algorithm
implementation wittMHCT and EMHCT.

Algorithm 4 Water-filling solution

Input: Set of concurrency gaind)} and constraint function.
Output: Numerical solutiofn(i, k)} and water level.

1. Set [=i*k, and sort the set {(p)} such that p, are in

decreasing order p;* > p;}}; (define p; ! = 0)

2. If pr< p7;, @nd g(p;) then accept and go to step 3. Otherwise,

reject form new one by setting [ = [ — 1 and go to step 2.

3. Find water level u € (pr, ps7)1g(w) =0 , obtain numerical

solution as,
n(i, k) =@w— piH* {i=12.. n}{k=12...n}}

4. Undo sorting done at step 1 and finish.




7. System Design Simulation and

Performance Evaluation

Considering an indoor WPAN consists of several g® terminals (WTs)
and a single PNC. Each of them is equipped wittctedally steerable
directional antennas, which means transmittersranelivers direct their beam
toward each other for data transmission. All nodes at single hop distance
and making a fully connected mesh topology as shawrig. 3.1. The
weighted graph has been created based on EQ.3s3théAnetwork size in
WPAN is small, typically consists of single roomdahave low level of
mobility, also we consider the traffic flows betwethe nodes within same
PNC. So, we can assume that #&C receives location information of each

WT at the start of each superframe during random aquersod.
7.1 mmWave Communication Rate and time slots
calculation
The indoor environment is less dynamic as compareutdoor, SO we can
assume that channel conditions almost remain statidime duration of a
superframe. In IEEE 802.15.3 throughput mainly aejgeupon scheduling

scheme and least depends upon transmission po®erWe can assume all

nodes can transmit with maximum power.
The achievable data rate according to Shannonythegiven by;

R = w *log,[1 + SNIR] (7.1)



Where R is data rate andV is available bandwidth. In Additive white
Gaussian noise (AWGN) channel SNR is given by;

P,

SNIR = — "
(N, + 1)« W

(7.2)

Where N, is background noisd, is interference andp; is received signal
power. According to Friis free space equation, pasis between two isotropic

antennas is given by;

(4m)?r?

So, received signal power is given by;

P.2%G,G,
= 7.4
" (4m)?r2 74
Combining equation 1,2 and 4;
P,G,G )2
R = Wlog,[1 (7.5)

+
16m?(N, + I)Wr"]

WhereW is the system bandwidtiNy andl are the one side power spectral
density of white Gaussian noise and interferenspeetively.P; is transmission
power, G; and G; are the antenna gain of receiver and the anteama af
transmitter respectively, is the wavelength andis the transmission distance
between the transmitter and the receivers the path loss exponent whose
value is usually between 2 and 6 for indoor enviment [8]. According to (1),
we can easily understarrlis very sensitive to, large value of means low

data rate i-e smalld.

Using Eq. 7.5 we calculate the channel capacity anm slots n(l,J)

requirement for a transmission request to delivaado next hop destination.



To calculate the value of time slatd,J) using Shannon formula. We first find
out the channel capacity R by using the followingdified version of Eq. 7.5;

P,G,G,2?

R = Wlog,[1 +
A T A Y

(7.6)

We introduce a new variablF to adjustSNRaccording to active traffic
flows. NF represents number of active flows withih Due to concurrent
transmission the value of | is very low but as nemdif active flows increases

within G, the level of interference also increases.

Time slots required to send 10mb (Data payload’nfh(ST1 to h,f’" is given
by,

10/R

Les

n(l,J) = (7.7)

Where, { is single time slot duration.
7.2 Antenna Model

For the antenna gain, an ideal “flat-top” modeldaectional antenna [7][10] is
considered like the following equation,

12 ol < A0
g =112 19l=—+ (7.8)
0, otherwise

Wheredyp = 27/N is the antenna beamwidth when every node is eqdigpth
an antenna witiN beams, each of which spans an angl2«if radians. Thus,
if a transmitter and a receiver are directed withie antenna beamwidth each
other (p|<d¢/2), the antenna gains of transmitters and receiv@rs; G, =
12dBi G = G; = 12dBi [10][12] andG; = G, = 0 outside. Therefore, in ideal
antenna model discussed in [10], the interferendside the antenna beam is

zero, while inside beam width is high enough tacklother transmission. Also



in LOS room case, mainly the received power is até@ wave [9]. The

following figure shows an example.

~
~_—_—— -

Figure 7- 1 An example ofG; = Gr = 12 between two nodes each of which

lies within the beamwidths.

7.3 Directional MAC Structure

The IEEE 802.15.3 superframe structure in Fig. i8-2ised for directional
MAC.

[ Superframe #m-1 [ Superframe #m l Superframe #m+1
Random Transmission period
Beacon | ccess | MCTA | MCTA
#m period y : CTA1 CTA2 | .. | CTAR-1 | CTAN
Figure 7- 2 IEEE 802.15.3 MAC.

Beacon period, random access period and transmipsigod iS composing a

single superframe. During a beacon periodNC sends all nodes a beacon



frame for management information such as synchabioiz and scheduling
information. The scheduling information messageta@ios, the start time of the
current transmission period and its duration, nodescurrent scheduling
information and direction information for steerilgam. During the period
followed by the beacon perio#yTshaving a data transmission are sending
their transmission requests in random access ma@mdy the transmission
requests arrived at tHeNC will be considered to be scheduled for the next
transmission period. The transmission request alscudes topology
information to determine the transmitter’s antemir@ction andWT'’s load.
During the transmission period or contention freeiqu, only scheduletlVTs
are allowed to send their data during the alloc#éit@é slots, which is almost
similar to TDMA.

7.4 Priority Scheme

During generation o6;s the highest priority is given to tﬁvfi with higher

number ofn(l,J) requirement, which means giving highest prioritydw rate

links. This scheme is adopted to achieve fairness.
7.5 Simulation Settings

Consider a room of 16x16 meter with 30 nodes rargodeployed at
different locations. Each node has multiple antenifde number of antennas
depends upon the beamwidth we use.

360
Beam width in degrees

No.of Antennas = (7.9



Table 1 Simulation parameters.

Parameters Sign Value
Bandwidth W 7000MHz
Transmission Power Pt 0.1 mwW

Antenna gain of

Transmitter and Receiver Gt & Gr 12dBi
Background noise No -134dBm/MHZ
Path loss exponent n 3~6

Room size X*Y 16x16

Number of Nodes N 30

Antennas 18,8,4,2 count

802.15.3c operates with 9Ghz of bandwidth (57~66GHawever in Korea,
USA and Japan 7GHz of band is available and we iderest 7GHz of
bandwidth for our simulations. Rests of the paramsetre selected according
to the [7] and [13].

To get more accurate result, simulation is perfalioe different amount of
data, for each traffic flow data is varying from~=3%0mb. The frame payload is
10mb, which means during a single traffic flow s&ssf source to destination
50mb of data has to be send, then it will consun\A& frames. The frame
size in terms of time slots requirement is variadiepending upon the channel

condition and availability of multihope shortestipa

For each data set nodes are randomly deployediandased for different
number of active traffic flows. The number of aetitvaffic flows varying from



1~50 and for each simulation run, traffic flow paelection, is also done
randomly using 10 different seed values. In totat €ach Beam-Width
selection, 700 simulations run were carried outalfiresult is taken by
averaging all the simulation run for each beam-widielection. In our
simulation the computational cost of antenna selects not taken as a
parameter. If we consider computational cost otamd selection then there

will be an upper bound of number of antennas tchggtest throughput.

For water-filling simulation is carried out by takj the concurrency gain
achieved byEMHCT with antenna beam of 45deg. Water-filling resu#ioa
taken for the extreme values as well. Minimum corency gain is “1” while

maximum concurrency gain is equal to the active lmemof traffic flows.
7.6 Operational flow charts

Fig. 7-3, 7-4 and 7-5 explain the operation BNC during a single
superframe foMHCT, EMHCT-Fand EMHCT-E respectively. In BPPNC
broadcasts synchronization and scheduling infoonatDuring RAP,PNC
receives transmission requesi h(i)], from different nodes. After receiving
the transmission request® [,n(i)] PNC updates the weighted graph and
calculates the shortest multihop path between soand destination of each
transmission request&[,n(i)]. Before creating th&;s, priorities are assigned

to the hop transmissions.

In case oMHCT PNC first make a check for available number of timesslo
( Ngiots) In current superframe. H(i,j) is less then availablgots and group is
empty thenPNC will start new group. In case of non empty groBpiC will
check interfering condition and feasibility in tesmof extra time slots
requirement to locate in current group. In casejlable time slots in current

group are less then requested time slufig). In case of non interference with



members of current grou,NC still checks the feasibility in terms of extra

time slots requirement to locate in current grolfphewly coming non-
interfering hop transmissioﬁzf" cause’s expansion in time slots requirement of
current group or in cageNC started a new groufNC updates the status of
available time slotd?NC continues the process recursively until availahdss
reaches to zero or all requests get scheduled.

In case ofEMHCT-F PNC checks the possibility to locate hop transmission

hfi in previously created group. FIBNC compare the time requiremen(,j)
by hf" and size of groum(G), if n(i,j)<n(G), PNC identifies the group
members having collision/interference with in cogihop transmission. ",

then PNC checks the feasibility of scheduling in terms otraxtime slots

requirement to schedule in group under checkingNIC found that in coming

hop transmissionhf" is satisfying all conditions,PNC schedules hop
transmissiorhf" in one of the already created groups. In casetfam@mission

hf" is not satisfying the condition of concurrencyhit already created groups
then PNC will fallow same steps likéMHCT to locate in current grouf?NC

continues the process recursively until availabtgssreaches to zero or all
requests get scheduled. Similarly ®8MHCT-E PNC perform almost same

operation flow except that if possiblI®NC allocate extra time slots for

incoming non conflicting hop transmissibﬁi.
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7.7 Performance parameters

To compare and to measure the performance of garitdm we considered

following performance parameters.

7.7.1 Throughput

The sum data delivered across the network in dimite is known as network
throughput. Network throughput is the widely uspdrameter to check
performance of a given network. We calculated nétwbhroughput to check
the bandwidth efficiency achievement across thevowt by using proposed

algorithm.

7.7.2 Fairness

Usually a greedy network system which is designedathieve higher
network throughput leads to an unfair resource isgar Hence from user
perspective, few (with good channel conditions) gety high data rate and
other users (with bad channel conditions) suffemfrextreme low level of data
rate. Our capacity gaining algorithm taking cafethis problem and gives
high throughput with acceptable fairness. We u3aid’'s fairness index to

measure the fairness of proposed systems.

7.7.3 Concurrency gain

Concurrency gain is a ratio between network thrpughof EMHCT and
direct transmission multiply by the time slots rggd for direct transmission.
Concurrency gain is also used in water-filling aitton to compare the

optimum throughput of network under given condition

Concurrency gain is defined in Eg. 7.10.

Cc

R
p = nq(i) *R—; (7.10)

L



Wheren, (i) is time slots requirement for direct transmissiatf, data rate
achieved for concurrent scheduling ang is data rate achieved for direct

transmission.

7.8 Results

Fig. 7-6 shows the throughput comparisorMHiICT and proposed enhanced
versions EMHCT-F and EMHCT-E with optimum result of water-filling
solution for given concurrency gaip)(obtained from EMHCT-F. It clear that
both EMHCT-FandEMHCT-Egives high throughput as compareMéiCT and

both are better sub optimum solution.

—+—=MHCT —=—EMHCT-E EMHCT-F ——WaterFill

25

20
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Data Rate Gbps
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1 5 10 15 20 25 30 35 40 45 50
Number of Flows

Figure 7- 6 Throughput MHCT, EMHCT-F/E and water-filling with concurrency
gain (p)obtained from EMHCT-F



The concurrency gainp{ of MHCT , emHcT-F and EMHCT-E is shown in
Fig.7-7. EMHCT-F and EMHCT-E achieves higher concurrency gain as
compare taMHCT. Which meansEMHCT-E/F can schedule higher number of

transmissions for concurrently.

9 ——MHCT —8—EMHCT-E EMHCT-F

Concurrency Ratio

0 T T T T T T T T T T 1
1 5 10 15 20 25 30 35 40 45 50

Numbr of Flows

Figure 7- 7 Concurrency gain §) MHCT and EMHCT-F/E

The optimum results for best condition along wittimum possible result
for different antenna beam is given in Fig. 7-8ute$or 20deg is obtained
based on concurrency gaip)(of EMHCT-F, while for 180deg is obtained
based on concurrency gainm) (of EMHCT-E In best case concurrency gajr) (

is equal to active number of flows and in worstecasncurrency gairpj is 1.
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Figure 7- 8 Water-filling throughput for extreme values of concurrency gaing).

Fig. 7-9 shows the comparasion of fairness (20dedchemmwitdth) of
throughput per flow inrMHCT, EMHCT-Fand EMHCT-E EMHCT-F/E has
higher fairness, because BMHCT-F/E on each allocation during span
overlapping of groups once again highest priostgiven to hop transmission
requesthy’ with higher time slotsi(i,k) requirement. Which further increase
the chance of low rate traffic flow’s hop transnoss requestshf’ to be

scheduled, hence increasing the fairness.
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Figure 7- 9 FairnessMHCT vs EMHCT

The effect of beam width of antenna on amount ocaorent transmissions is
significant. With narrow beamwidth the chance ohaarrent transmission
increases, hence network through put also increasgs 7-10 to Fig. 7-13
shows the throughput comparisonMHCT, EMHCT-F and EMHCT-E with
different beamwidth selection. In all casdSMHCT-F and EMHCT-E
performance is better thanHCT. EMHCT-Egives better throughput for large
beamwidths but the increment in the performancé waspect to reduction of
beamwidth is slower as compareEMHCT-F. Hence,EMHCT-F gives better
performance for beamwidth lower than 45 deg. Tlasaa of this behavior is
obvious becaus&EMHCT-F has a tendency to give more chance to the hop
transmission requeél,’fi with less time slota(i,k) requirement. And for lower
beamwidth, hop transmission requesf® with less time slotsn(i,k)
requirement get more chances because the prolaifilinterference reduces.
While EMHCT-E has a tendency to give more chance to the hopgrtrigsion



requesth®’ with higher time slotsi(i,k) requirement. For large beamwidth, the

probability of interference increases and hop trassion requestst’ has less

chance to be schedule in previous created groupvekder by expansion of

group probability to schedule transmission requkgtsincreases, which leads

to a better performance.
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Figure 7- 10 Throughput ofMHCT and EMHCT-F/E for 20deg Beam-widths
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Conclusion

This thesis analyzed the process of multi-hop coeat transmission for
mmWave communication at 60GHz, considering WPANsimgle room. We
showed that it's a capacity achieving NP-hard canstéd optimization
problem, which can be resolve for sub optimum tesith P-time complexity.

On the basis of analysis of proposed algorithiiTrit is found that there is
a margin to be improved if we consider the collsi@lations between hop
transmissions in the previous groups. Thus, forebétandwidth efficiency, we
have proposed two versions of span overlappingmseht® reduce the total
number of allocated time slots in transmissionqeefor a given transmission
requests. Also we implicitly showed by simulati@sult that span overlapping
is beneficial. The performance MHCT, EMHCT-E and EMHCT-F also
compared with the water-filling solution of NP-hatdnstrained optimization
problem. EMHCT-E and EMHCT-F both outperform each other for different
beamwidth selection. From the performance comparc&foEMHCT-F/E and
ideal curve of water-filling, it is clear that tleers a possibility for additional

improvement.

Besides further improvement of scheduling algorittira throughput can
also be increased by some other techniques. Ftanices the performance is
also highly dependent upon the nodes density iacalized region, because
high density leads to reduce the average distaatweelen nodes. However we
can predict that, the performance will keeps ingireg until the average

distance between nodes approaches to radioactardiakel.

MHCT, EMHCT-E and EMHCT-F all scheduling schemes give an

acceptable fairness index, because three of thews diigh priority to the



transmission request with high time slots requiretm&his selection criterion
not only ensures the high fairness but also makmstsible to create groups
with large number of transmissions, leading to higtoughput. If we reverse
the priority then for each transmission request ske® of group should be
expended, which makes the problem more complex;gase we restrict the

expansion then it leads to a larger number of sgrallps.
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Abstract
An Enhanced Time Slot Allocation Scheme for

Multi-Hop Concurrent Transmission with Multiple

Directional Antennas

Muhammad Bilal
Advisor: Prof. Kang Moonsoo, PhD
Department of Computer Engineering

Graduate School of Chosun University

A high speed wireless personal area networks (WRANsng
millimeter wave (mmWave) with directional antennge &aining increased
interests. Due to some special characteristicsrofAave ,the use ahultiple
directional antennasnake it possible to find non interfering transnaas in a
localized region. The problem of finding an optimumme allocation for
concurrent transmissions is an NP-hard problemm@gimize the utilization of
high speed links, a suboptimum multi-hop concurreabsmission NIHCT)
scheme e proposed. In this thesis, the analysigfdesd implementation of
concurrent transmission in mmWave communicationtesyswith multiple
antennas has been carried out. We analyzeMHh@&T scheme and found some
possible improvements. On the basis of our analysés have proposed two
enhanced versions of multi-hop concurrent transomsschemesgMHCT-E
andEMHCT-F. These schemes are also sub optimum solutiothéoNP-hard
problem of time allocation for concurrent transnaes. However, both
schemes can solve the concurrent transmissioneolnl P-time at the cost of

O(NlogN+N+1) computational complexity, with significant imprawent in



throughput and fairness as compar®dCT. The simulations were carried out
for a different number of antenna selections. Optimresults using water-
filling model were taken for comparison wiMHCT andEMHCTE/E Finally

fairness of schemes was calculated.
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