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. Introduction

Cognitive radio networks (CRNs) were devised to aspmistically access the
available spectrum being spared by users who eesded to use that spectrum.
These users are commonly calfgtmary users (PUs). FCC pointed out that these
licensed spectrums are underutilized by PUs in &asiunt [1]. Therefore, a need
was felt to utilize this valuable resource. Mitalad Maguire [2] coinedognitive
radio (CR) which could intelligently find out these spapectrums and use them

for communication. These users are called as secpnders (SUs).

SUs are equipped with cognitive radio capabilitgttban be split int@ognitive
capability andre-configurability Cognitive capability refers to the ability to sen
opportunities in spectrum where channels are ndized by PUs. These
opportunities are callespectrum holesRe-configurability means the capability to
reconfigure its communication parameters and etilie spectrum hole. However,
SUs should access channels such that there isnmyingerference with PUs.
Therefore, whenever the PU tries to access chabaek, the SU should

immediately refrain from its transmission.

Due to the requirement of CR devices to sense tiporamities (or spectrum
holes) prior to deciding to access a spectrum, CRCNprotocols have additional
requirements to the legacy wireless ad hoc netwbilC protocols. In addition to
this, network structure can vary in different casesh as centralized or distributed
and channel access may be done by overlay or @ydexchanism. In addition to
this, in general a CR device accessing a spectalenghould stop its transmission
in case the PU licensed to channel reappears.nmslates the SU medium access
mechanism to defer the transmission and switchhtaleernative channel. Hence

spectrum handoff and spectrum switching are alsgprmiasues in CR MAC



protocols. Chapter Il discusses different issue€k ad hoc network (CRAHN)
MAC protocols.

A. Research Obijective

A SU can sense a number of available channels éefocessing them. Each of
participating SUs in a network senses for oppotiesi But, as they are sparsely
located in certain area and PUs’ activities vagatmn by location, it is likely that

a channel available to an SU at one location migiitbe available to an SU at
another location. Thereforehannel availabilityis not common throughout the
network. This is the practical scenario for CRAHBBd therefore needs the
consideration while designing this kind of networksthis document, the channel
availability is defined as a probability that a ohel is accessible to an SU after

sensing.

With the “uncommon” channel availability, opportstic spectrum access cannot
be done merely with legacy wireless MAC protocafdso, it is required that each
of the members in a network gains access to utiheespectrum. Although some
of the MAC protocols as in [3]-[5] are designed thking “uncommon” channels
in account, most of the existing MAC protocols IGRAHNs assume that a
common channel exists throughout the network todezl as a control channel. In
addition, the existing MAC protocols for CRAHNs tvituncommon channel
availability lag either by adding up high overhdgadnetwork or fail to solve the

issues with wireless network medium access.

In this thesis, we propose a concurrent access M@col called CA-MAC for
CRAHNSs capable of concurrent transmissions in rpldtichannels by different

pairs of devices synchronously. The proposed CA-MEs not require any CCC



for transferring control information. CA-MAC alleaties fairness in channel access
between SUs and increases network connectivity. férdormance evaluation
result shows that the proposed CA-MAC providesdesetwork wide delay with
high network connectivity compared to existing CRAHJIAC protocol. With
higher number of network nodes gaining access, ar&twide average throughput

is also shown to be augmented.

B. Thesis Layout

We first study the existing key MAC protocols prepd for CRAHNS in literature.
In chapter Il, we first discuss on the major issureslesigning CRAHN MAC
protocols. We classify the study of CRAHN MAC protts on the basis of
common control channel (CCC) requirement. Undeheddhe categories, we go
through the key MAC protocols in terms of their ibagperating principles and
characteristics followed by the criticism. The eifisation and study of MAC
protocols is followed by discussion and qualitate@mparison of each of the
categories with respect to major characteristickashievable performance. These
results give the basic guidance in designing dfierMAC protocol for various

potential network environments.

The proposed MAC protocol is discussed in detadhapter Ill. Proposed protocol
assumes two radio interfaces per nodes. Each ofntlies in network have
uncommon set of channels (not necessarily disjoiatcessible and are
synchronized with each other in time domain. No e@mn control channel is
required for network-wide coordination. Furthermo@hannel access is done in
discrete time slots with synchronization. The pecotoalso implements different
new data structures such as node channel matriMiNGQr simple representation

of network.



In chapter Ill, we present the performance analgdiproposed MAC protocol

against key MAC protocol in the same category. pagormance analysis is done
through simulation results obtained from populamaek simulator (ns-2). Major

contribution of this protocol is the reduced averagtwork-wide delay in channel
access and concurrent transmission in multiple mblan The performance
comparison is done on the basis of network-widaydahd achievable throughput.
Results show that the proposed protocol has dedwmetacteristics in terms of

measured performance metrics.



[I. Related Works

Since the term ‘Cognitive Radio’ has been coined1899, researches have
contributed a lot into the problem. In order tdimé TV white spaces, IEEE has
developed IEEE 802.22 standard for CRNs [6]. Soathaas like Yuan et al. [7]
have proposed a prototype along with MAC protoaadl @ hardware platform.
Pawelczak et al. has illustrated the developmer@RN in past years in [8]. The
standardization efforts make it possible to prowaderotocol stack along with the

guideline for developing new protocols.

In the literature, various MAC protocols are progmg$or CR networks to address
the above-mentioned problems. Centralized MAC it consist of a central
coordinator (such as base stations or access pdmtsspectrum access and
management. There is no central coordinator in rdemezed MAC protocols,

however. But because of the heterogeneity of tve@mment and the behavior of
the PUs, channel access and synchronization amenglts is necessary. This
introduces a number of challenges in designing Mg®tocols for CR ad hoc
networks (CRAHNS). Many of the existing works hdkied to solve this problem

by using a network-wide common control channel (F@€ exchanging control

signals and synchronizing within/between the nekwd®]-[12]. Some has also
coined problems in CCC and hence tried to avoidgu€iICC as in references [13]-
[14].

In this chapter, MAC protocols for CRAHNSs are cléed into three categories as
follows: dedicated CCC (D-CCC), non-dedicated CQDCCC) and non-CCC
(N-CCC) on basis of CCC requirement, and reviewederms of operational
principles and characteristics [31]-[32]. Then\tlaee compared qualitatively with

respect to major characteristics and achievabléopeance. The comparison



shows that D-CCC protocols work well in uncommonaikble channel
environments with sparsely populated network. N-C@6tocols outdo D-CCC
protocols in networks with dissimilar channel adtion and ND-CCC protocols
are somewhere in-between. However, there is vew, f@moderate and high
reconfiguration and signal transmission overhead-@CC, ND-CCC and N-CCC

based protocols respectively.

A. Design Issues with MAC Protocols in CRAHNs

In addition to legacy wireless ad hoc MAC protocalssigning a MAC protocol
for CRAHN requires serious considerations. The ofpastic spectrum access
mechanism in CR networks further introduces a nunabehallenges. Here, we
briefly outline the important aspects of CRAHN MAbtocols.

1. Spectrum Sensing

Spectrum sensing is an important characteristi€®AHNSs [33]-[34]. It has two
basic purposes: one is to find out available spettand the other is to detect PU
activities. Sensing the channel for identificatiohPU activities is callednband
sensing whereas finding a new spectrum is calledt-of-band sensingin
literature, different sensing methods have beewudised [15] such asnergy
detector based, waveform-based, cyclostationargdtasadio-identification based
andmatched-filtering sensindg'he dissemination of sensing results can be done
a centralized or distributed manner. In centralizdi$tribution, a central
coordinator transfers sensing information to nekwoembers. On the other hand,
in distributed method, all members exchange tha&nsmgg results among
themselves. Spectrum sensing also depends on hardwastraints. The major

factors are sensing time and the number of radibs. more time is required to



sense, the more spectrum opportunities can be fdomdthe time overhead is
considerable. Having separate radio for sensing fanccommunications could
solve the efficiency problem, but this would invelenergy issues. In terms of
sensing policies, random sensing policy implemehes strategy of selecting a
random channel from all available channels to seiesean opportunity. In
negotiation based sensing policy, channels alreadged by network members are

advised to the other members that don’t sense #rgmore.

2. Dynamic Spectrum Allocation

The CRAHNSs are subject to the heterogeneous emaieah with different channel
availability. This heterogeneity is due to suchtdes as time and location of
different nodes and PU activities. Therefore, spectallocation is of critical

importance. The method and content of messagesaeged for spectrum
allocation within a CRAHN varies according to tleheme of the MAC protocol.
In MAC protocols with CCC, channel allocation isvestd to the neighbors
through CCC. If there is no CCC (e.g. AMAC [16]nannel allocation list is

exchanged among sender-receiver pairs. This exehdegrmines which channel

to use for transmission and which for control signahange.

3. Dynamic Spectrum Sharing

Spectrum Sharing in CRAHNs means co-existence ou€#ts with licensed and
unlicensed devices. In reference [17], spectrunrisfpas classified into three
modes:underlay, overlayandinterweave In the underlay mode, SUs utilize the
spectrum being used by PUs below some signal tbieédbvel. This threshold
level limits SUs transmission from interfering withe PUs transmission. In the

overlay mode, CR users try to either cancel or cedbe interference on both SU



and PU side by utilizing the information of non-QBRers’ messages. Finally in the
interweave mode, the SU transmits only within theavé portions of the spectrum.
Therefore, to avoid the interference, it immediatetains its transmission as soon
as PU is arrived.

4. Common Control Channel

Because of the heterogeneity of CR networks, CCChleaome an important issue
to be considered. Although several MAC protocols @RAHNs are based on
availability of the CCC, due to different typesasfannels available to nodes in a
network, MAC protocols without CCC are also use@QCplays an important role
as it is used for coordination and control sign@nsmission. But this also

introduces jamming and contention of the transrarssi

5. Other Issues

As CR research is still in its infancy, there aewesal issues to be addressed in
terms of MAC protocol design. The mobility of nodaings on new challenges as
it requires network reconfiguration and extra oeah during signal transmission.
Also, it is still an open question how to handlewhel switching and spectrum
handoff arising from spectrum mobility. In additjoihe number of radios in the
device can play a critical role in spectrum sensioguracy and energy constraints
at the same time. Also, the capability of a radieense the wide spectrum, delays
in channel switching and spectrum heterogeneitysallethe areas that need to be
considered. In dense networks, there is also algrolof hidden terminals (in

addition to exposed terminal.)



B. Existing MAC Protocols for CRAHNs

In CRAHNs data transmission is done by opportucadity using the spectrum
when an available vacant spectrum (spectrum heldépund. The access to this
spectrum is coordinated by the MAC protocol. MarysSnay contend to access
the same spectrum hole at the same time. In lelyg®§ protocols, contenders
contend on CCC by using protocols like CSMA/CA [18]d get access to the
channel upon winning the contention. However, inAERIs, the CCC might not
be available or can be reclaimed by PUs. Also,ctiennel availability is not the
same for all the SUs throughout the network. PafiE9%[24] have studied and
distinguished MAC protocols in CRAHNs. Here we sids MAC protocols for
CRAHNSs into three major categories (See Figure:gjlicated CCC (D-CCCQC),
non-dedicated CCC (ND-CCC) and non-CCC (N-CCCQC).

[ MAC protocols for CRAHNs ]

a Y a2 ) a )
D-CCC ND-CCC N-CCC
\ J \ J \ J
(" boss [9] h (EDA MAC [14] ) 4 SYN MAC [3] )
HC MAC [10] AMAC [16] POMDP [27]
Su et al. MAC [11] CogMesh MAC [25] SRAC [4]
OS MAC [12] HD MAC [26] DH MAC [5]
. J \_ J . J

Figure 2-1: Classification of MAC protocols for CRAHNs based on CCC.



1. Dedicated CCC (D-CCC)

The D-CCC protocols assume that CCC is availablltoetwork members. This
can be either a channel licensed by the correspgndRN authority or may as
well exist in some unlicensed band such as ISM. &dend in this D-CCC for

channel access.

Dynamic Open Spectrum Sharing(DOSS) MAC [9] operates by setting three
frequency bands for CCC, data channel and for boisg band. In CCC, control

signals are transmitted whereas data band is a waed used for data

transmission. A narrow band called busy tone baasldne to one mapping with

data band. The corresponding busy tone band lse$ete data transmission in data
channel so that rest of the network elements atkinfermed about data channel

being used.

The Hardware Constrained MAC (HC-MAC) considers the existing hardware
constraints in practical CRs [10]. It is that therent CR devices can sense only
limited range of spectrum with certain duration acan utilize even lesser
spectrum out of sensed spectrums. In addition, rabtee sensing implies more
opportunity in one hand and more overhead in therofTherefore, a stopping rule

is implied for sensing.

It works by dividing time into three phasesintention, sensingndtransmission
With C-RTS and C-CTS signals, intending pairs wicoatention and overhearing
nodes defer the transmission during contention gghAfter that, the pair senses
channel till some stopping time which is same fahlband exchange S-RTS and S-
CTS signal during sensing phase. This is finalNofeed by data transmission in

transmission phase.

-10 -



The Cross Layer BasedMAC integrates spectrum sensing policy at the piafsi
layer and packet scheduling at MAC layer [11]slbased on two transceivers: one
for dedicated CCC and another for spectrum serantydata transmission. The
licensed channels are divided into slots whichee@nts either ON or OFF state of
PU if it is active or idle respectively. The CC@se axis is further divided into the
slots of the same length as that of the licensednmkls and are further
synchronized with the licensed channels slots.slbis in CCC are further divided
into reporting phaseindnegotiating phaseDuringn mini slots in reporting phase,
each SUs senses licensed channel and informs teotdrdansceiver whereas
during negotiation phase, SUs negotiate for tratigigi data using contention
based algorithm similar to IEEE 802.11 DCF and gsiseent CSMA.

OS-MAC [12] assumes that each SU is equipped with aesinglf-duplex radio. A

D-CCC and N non-overlapping data channels (DCsh weual bandwidth are
assumed to be available. Time is divided into mkciapportunistic spectrum
period (OSP). OSP is further divided into three phassdect phase, delegate
phaseandupdate phaseTwo or more set of users who want to communicatie

each other forms a SU group (SUG). The control &srhelonging to different
channels is communicated via D-CCC whereas tholmdieg to same DC (and

hence SUG) is communicated via DC.

Each SUG has a delegate SU (DSU) responsible flmmmation exchange between
other DSUs of other SUGs regarding state of oth€s.0Only one member of a
SUG can transmit data at a time using mechanisniasitno IEEE 802.11 DCF
without using RTS/CTS packets. Rest of the membe&UG would only receive
data and one of them send back ACK signal for remepf packet.

-11 -



2. Non Dedicated CCC (ND-CCC)

D-CCC based MAC protocols are simple but sometitheg cannot be realizable.
This is because in some scenarios CCC cannot lrargead. In addition, CCC is
prone tocommon control channel saturatigpnoblem angammingby sending fake

signals [3]. In case of large number of contendemtrol channel can get
saturated. The ND-CCC does not have a dedicated & @& network start-up but
a CCC is established dynamically. This can be duotieer by selecting one of the
available channels as CCC [14], [16] or by formgrgups within a network and
selecting different CCCs in each group [25]- [26].

Hsu et al. have proposed tBEDA-MAC [14] protocol to modify C-MAC [13]
protocol for faster join process of network memband increase throughput. If a
SU finds a communication group, it can start jonogess to join that group.
Otherwise, it forms the communication group andobee the leader. Channel
chosen to form a communication group is catenldezvous channeh channel is
divided into consecutive superframes each in tomtaining abeacon periodBP)
and adata transmission perio(OTP). Each BP contains one to several signalling
phases (SP), a beacon phase, and a CTS phaseSEa&cmtains several signalling
slots during which host intending to join the growiti contend to transmit a signal

in one of the signalling slots.

In the dedicated beacon slot, intended sender $®h8swith rate subfield. Leader
also assigns a dedicated CTS slot for receivevaaacollision. After leader listen

the CTS signal, it schedules transmission accorttirtje various priorities such as
smallest data first or least number of transmissifwrst etc. For load balancing,
leader also manages channel switching of nodest Rade joining new channel

becomes leader of that channel which periodicaliytch back to RC for re-

-12 -



synchronization. In addition, it also undergoesnany user detection during quite
periods (QP) within DTP.

Joshi et al proposed tWMAC protocol [16] which does not need an extra D-CCC
throughout the network. Hence, they suggest a nmesimato overcome the
common control channel saturatiggroblem. The AMAC protocol assumes that
there aren available channels in the environment. Every npderitizes the
available channels according to channel reliabil@y, C,,...., G. Here,C; is the
most reliable channelC; is the second, and so on, a@gl is the least reliable
channel. This list is called thiedexed channel liiCL).

When a sender wants to transmit, it sends the R@&alswith its ICL to the
receiver. When the receiver receives the RTS sighabmpares the sender’'s ICL
with its own ICL and creates a new list that in@daanly channels available to the
both parties. This list is called ICCinflexed common channel )isThe receiver
then sends back the CTS signal to the sender hishl€CL. From the ICCL, the
most reliable channel is selectedras-global common control chann@ICCC)
which is used to exchange control signals. The rmkceliable channel becomes
the data channel to transmit the data. Finally,tke reliable channel is used as

the data backup channel.

In [25], Chen et al have proposed cluster-basedar&tarchitecture for CRAHNs
and CogMesh MAC protocol where the SUs form clusters. There isgtabal
CCC available but each cluster has a local CCedathaster channel. A leader
forms a cluster and becomes a clusterhead. Itesvieighboring nodes to join the
cluster. To interconnect the clusters, one nodeliscted as a gateway node, which
may or may not be the common node between two are notusters. Hence,
considering the rest of nodes called ordinary nottese are three types of nodes

in each cluster. The control signal transmissioddse in the master channel. It

-13 -



consists of MAC superframes which are further dddidhto a number of periods as
beacon periodBP), Neighborhood broadcasting peridtiBP), data period(DP),
quite period(QP), private and public random access peri@@rivate and Public
RAP).

In HD-MAC , coordination groups are formed within a netwoalsdd on available
common channels [26]. Members within same groupoaitg allowed for direct
communication whereabridge nodeswhich have common channels to both
groups realize communication between those groupst establishing a
coordination group, every user scans the availabdnnels and then beacons its
channel list over the available channels. Thisaked neighbour discoverynd
allows each node to accumulate information oneigtmbouring nodes and channel
availability. Among the available channels, a ctemwith the highest connectivity
(i.e. channel shared by the maximum number of nfodeselected as a local
coordination or control channel for that group tigb the process of voting. To
handle spectrum heterogeneity in the CRNs, authave proposed a modification
to the legacy MAC protocol MMAC (So et al [26]) fad hoc networks.

3. Non CCC (N-CCC)

Non CCC based MAC protocols does not require s&p&&C for control signal
exchange. Usually, intending sender would tunénéoréceivers’ data channel and
transfer control and data packets over the samenehaln some cases, channel
hopping is used. Control signals are passed by ihgppn different channels.
These mechanisms reduce the overhead of selec8@yi€ ND-CCC based MAC
protocols, but require additional network-wide dyranization.

In [3], Kondareddy et al. have proposed 8%¥¢N-MAC protocol. It assumes that

each SU is equipped with two radios. One radi@iedlistening radioand is used
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for listening control signals and another is caliiada radiowhich is used for data
transmissions. The environment is heterogeneoushannel availability is not the

same for all SUs.

When a SU wants to start data transmission ovdraarel, it waits for the time

slot represented by the channel. Within that dlo¢, sender transmits the RTS
signal after a back off time. When it successfodlgeives the CTS signal from the
receiver, data transmission starts immediatelyth&sreceiver and the other nodes
listen to the same channel at this particular talog¢ overhearing nodes are aware
that the channel is in use by the specific commatitig pair. So, the overhearing

nodes avoid to transmit into this channel.

DC-MAC [27] is based onpartially observable Markovian decision process
(POMDP). The spectrum is accessed by combining gjpectrum sensing at
physical layer and with the past statistics. Chénoan be assumed to be in two
states based on primary users activity as eithstaite ‘1’ if it is busy or ‘0’ if it is
active. These states of channels are used for POMDé&educing channel access
opportunity. Time is divided into number of slotsr fdata transmission using
CSMA protocol by using RTS/CTS packets for handsiglend DATA/ACK for
data transmission. For selecting channel the besinel, a decision is made based
on sensing results (current and past). As it igrassl that both sender and receiver
are subject to same channels environment and amg same decision process,

they would select the same channel for transmidsionext transmissions.

SRAC proposed by Ma et al. in [4] is based on crossyohhcommunication in

the single-radio multi-hop ad hoc networks. A SRalIGorithm is proposed which
provides results based on detection of either jamond?U and channel load to
legacy MAC protocols. Authors propose to avoidifgeence to transmitter as long

as it does not pose interference to PUs.
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Every node selects a stalbéeeive channehmong available channels for receiving
data. Nodes also maintain database abecgive channelsf its neighbors. Data
transmission can be done using the legacy CSMA/CACMprotocol on

correspondingeceive channels.

Shih et al. have proposed a non-CC based dynanpigitgp MAC protocol DH-
MAC) [5] for CRNs. Each node in the network consigta single CR transceiver.
N non-overlapping orthogonal channels in the netvave indexed as [0, N-1]. The
nodes hop among these channels in a cyclic paitetied! cycles) staying in one
channel for T time interval. The channel hoppingd}Gequence of nodes is
determined by a parameter set called channel hgp@i) parameter set. This
parameter set is broadcasted in the beacon atdtheo$ each time interval T and
also embedded in the packet header.

4. Comparison and Discussion

In the previous sections, we have discussed maf€ Mrotocols in CRAHNs and
classified them on the basis of CCC requirementfiléNdesigning a MAC
protocol for CRAHNS, one should consider a greadl de features. The brief

comparison of these protocols is shown in Table 2-1

The non-CCC based network is easy to deploy asei thot require pre-allocation
of channel (CCC). But due to mobility in either tme@des or the spectrum,
networks need to be reconfigured with the grougtias non-CCC protocols. This
would require extra reconfiguration effort and atination between the nodes. The
most advantageous feature of the ND-CCC based a@€ @l based protocols is
that they are very flexible, even in networks willeterogeneous channel
availability. As discussed previously, however DFCCC based protocols, as the

number of nodes increases, the demand in congohkiransmission increases as
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well. This leads to a high contention in acces€B@C and results in the CCC
saturation problem. This is less probable in ND-Q82Sed protocol and negligible
in N-CCC based protocols. The increased numbes@fsuand hence the increased
network density renders it more prone to hiddemmieal problems. As the
neighbourhood discovery is very difficult in non Chased protocols, hidden

terminal problems are more prominent there.

Table 2-1: Comparison of CRAHN MAC protocols basedn CCC requirements.

Feature D-CCC ND-CCC N-CCC
Deployment Difficult Moderate Easy
Network re- . .
configuration overhead Less High Very high
Channel allocation Allocated to all Allocated within groups Sparsely

the members allocated
Uncommon channel Less affected Re-formation of groups Supported

distribution

Synchronization between
nodes

Done through
CCcC

Few protocols implemented

(eg. EDA MAC)

Less needed

Control signal

transmission overhead Very high Moderate Less
CCC saturation problem | Very high Few Very less
Hidden terminal Can be tackled Moderate High

problems

using CCC

In addition to above, the performance of MAC proiscfor CRAHNS is also

greatly affected by the number of available radibse more is the number of
radios the better is the accuracy of channel sgnaimd the multichannel hidden
terminal problem is better addressed at the same tlthough the cost and power
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consumption go up. Sensing policies and supporhwati-hop networks are also

needed to be considered.
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lll.  Proposed CA-MAC protocol

Although the majority of contributions in literamiiassume the common channel
distribution where most of the channels are avhalab network nodes, this might
not be the case in practical scenario of CR netsvoilk practice, channel
availability varies through node to node. We pr@pas ad hoc MAC protocol in

CRNs with varying channel availability within netwdor concurrent access.

A. Assumptions

Our protocol is based on non-CCC principle. Hence GCC throughout the
network is required. First evident assumption & tifferent nodes have different
set of channels available to access. Thereforearesmitting pair has very few
common channels to transmit in. This channel abdilg of each node is
communicated within network. In CRNs, this is dalueing channel sensing which
also helps nodes in network to synchronize witheatber. Thus, every node has

information about channel availability of every etmetwork member nodes.

Each of the nodes is assumed to possess two radibends. One of the radios is
for listening to control signaldigtening radig and another is for data transmission
(data radig. So, data transmission and control signal overhgas possible at the
same time. We want to make channel access suclhi ihdair to each of the nodes
consequently all of the nodes get channel accegertymity and therefore node
connectivity is high. Unlike some MAC protocols fQRN, proposed protocol
requires only one channel common between a commatimicpair to the least. This

should not be a problem in most of the cases.
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B. Network Architecture

The network consists of cognitive radio users thisted throughout the space.
Channel distribution is considered to be “uncommaditiis means that out of total
N channels, only (n < N) channels maybe available to particular node asvsh

in Figure 3-1. At the beginning of network formatjoeach of the nodes gains
knowledge about channel availability of other membedes. Each of member

nodes is synchronized with each other in time damai

Node: Channel

3 <
\

C —

D
V

s SO

Figure 3-1: A sample network architecture showing dferent nodes with dissimilar available

channel/s.

C. Channel structure

The channel structure of CA-MAC is basically basedsplit phase multichannel

MAC protocol described in [28] and [29] where tinsedivided into number of
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phases for control and data transmission as shov#agure 3-2. CA-MAC differs
from this by not using a CCC and having two radiifaces therefore being able
to overlap control and data transmission phaseiffarent channels at the same

time slot.

There may be N number of available channels. Thadwsmnels are ranked
according to defined priority and reordered acauydio their rank with high-

ranked channel first, and so on. The ranking anl@rorg mechanism is described
in details in later. All the channels are dividedoi number of synchronized time
slots. Every slot starts at the same time in edtheochannels. For a cycle, number
of time slot is equal to the number of channelschEslot represents a channel.

Rank 1 channel refers to time slot 1, rank 2 chhrgfers to time slot 2 and so on.

Time

1 [} 1 1 1 |

PooT T2 T3 T4 1 T
C1
c2

el o N
C4 1
C5 1
i
1
1
!

Figure 3-2: Channel structure of the system with fie channels (=five time slots.)

Figure 3-2 shows the channel structure of CA-MAGe Tepresentative slot (i.e.
when the slot number equals the channel rank nynalbéine channel starts with a
signaling period. For example, for channel rankedla first slot starts with a
signaling period (channel dn Figure 3-2); similarly for channel ranked as 3,
signaling period is at third slot (channe] @ Figure 3-2). Rest of the period in a
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channel is data transmission period. Signalingogedonsists of the number of
signaling slots for negotiation. These signalingtslare used by intending
transmitting pairs to contend for reserving a chanfeese slots can also be used

for transmitting other control information suchRd arrival notification.

D. Node-Channel Matrix

Before explaining the node-channel matrix, it icessary to define some new
terms. Thechannel indicatoror channel access indicatoA! is the bivalent which
represents whether nodean access channe{l) or not (0). Hence, for nodgfor

m number of channels, we can form a list of chanmas{{C A}, {C,,A’},
{C,, A%}, ..., {C,,A"}}. Where, for each from 1 tom, A/ equals 1 if nodé can
access channdl; and O otherwise. Again, far number of nodes in a network,

these lists can be combined to formrax m matrix called node-channel matrix
(NCM) as shown in Figure 3-3 and 3-4.

C C; €3 wvensw Cu
Nt | Al A2 M A
N2 | A r? M Aom
N3 | As! As? ¥ S Ay

.......

.......

No [Ad 22 A
IR EDX DR
i=1 i i=1

Figure 3-3: Node channel matrix.
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Now, thechannel availabilityor channel access probabilityy’ is the probability

that A/ = 1. That is to say, channel availability is the prolibthat a channel is

available to a node. In other words, it is the pimlity that a PU is active in a
channel from the point of view of a node. Eachhef éntries in NCM takes value
either 0 or 1 according to the channel availabilkgr simplicity, we assume that
this probability is same for all the node-channelmbinations and can be
represented bp. For smaller values gb (say < 40%), very less or none of the
channels are common between nodes and the netw/seid to be ‘harsh’. On the
other hand, if the value gb is larger (say > 80%), most of the channels are
available to almost all the nodes. In this caseanokls can be said to be
“commonly” distributed among the nodes. Finallythép lies between smaller and
larger values, channels are more or less uncommdistyibuted and only few
channels are common between nodes but at the sa@etihere is possibility that

none of the channels is common throughout the rmé&two

CoO |C1 |C2 |C3 |C4 |C5
000000 .
Cc3 Cc3 Co Cco Cc2 Cl

o (o |0 |1 [0 |1

NL|o (o |0 |1 |o |1

cs||cs| 2| |c2||c3| | N2 1 0 1 o 1 o
c4| |4 3 N3 |1 (o |1 |o |1 |o

N4 |0 |0 |1 |1 |o |o

Ns (o (1 |1 |1 |o |o

2 (1 |4 |4 [2 |2

Figure 3-4: An example of forming node channel matx.

In terms of set-theory, if all the channels in netivcomprises of universal set, U =

{C1, G... Cm}, where m is the total number of channels;heatthe nodes, N
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have its own channel set such that for each n @ Nt(humber of nodes)
N, :{Ci ‘Ci OUandi = l2...m}. For example, from the example NCM of Figure
3-5, N1 ={C3, C4}, N7 ={C1, C4, C5} and so on.

We can gain more information from this last rowoife of the values is large then
that means corresponding channel is availablerge laumber of nodes. Therefore
probability of accessing that channel by more nundfenodes would be higher.
On the other hand, if that value is small numbleentonly few nodes have that
particular channel available to access so chante®rdention for that channel

would be low.

e, 6 & 6 26
N, 0 0 1 1 0
N, 0 1 1 1 0
N, 0 1 1 1 0
N, 0 1 0 0 1
Ng 0 1 1 1 1
Ng 1 0 1 1 0
N, 1 0 0 1 1
Ng 1 1 1 1 0
Ng 1 1 0 1 1

Ny 0 1 0 0 1

4 7 6 8 5

Figure 3-5: A sample NCM with availability, p=60%.
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E. Communication Initialization

It would be easier to discuss this mechanism withhelp of example of NCM in
Figure 3-5. Let's assume that each of the membeate:ioN-N;; wants to
communicate with each other. Let us say the comacating pairs are
corresponding odd and even numbered nodes. THdi-I¥p, N3-N4, Ns-Ng and so

on.

Now, each of the pair formsa@ammon channel liCCL) as shown in Figure 3-6.
The ordering of this list depends on the CCL ptjoscheme as shown in Figure 3-
7. Reason that we have designed this as a modaleeme is that different
networks have different objectives. These objestican be as such as high
throughput, lesser delay, seamless connection S¢. the objectives can be
modeled as a certain utility functiom(x). In multichannel networks, different
channels have different characteristics in differggenarios. Hence, these utility
functions differ also based on nodes location. Adit to a nodes goal, channels
can be given different priorities based on thetytiunction. This can result in a
prioritized list with ‘best’ channel as first entgnd so on. We call CCL as a
prioritized list of ‘best’ channels common to theartsmitter and receiver.

Therefore, a CCL in a node k can be represented as:

ccL, ={{ch,u}{ch,u.{Ch,u,}...{ch,u}} 1)

Where u; to u are the utilities of Channels ¢€hto Ch such that

u, <u.,0c(l<c<lI) andl can take value from O tm (number of channels). @h

c+l
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Chy, etc. in CCL and SCL should not be confused with@, etc. Although both
are the channels, CCL and SCL are the sortedfli€,0C,, etc according to some
schemes. Therefore, for example; i€ not necessarily equal to £m CCL or
SCL. And also, Chin CCL is not necessarily equal to£h SCL. In simple way,
as per set representation mentioned in sectiori 8,i$ the channel set of sender
and R be the channel set of receiver, then CCL @n& R can be found by
intersection of S and R. Hence, CCL (S, R) #{R} for each (S, R) pairs.

N; N» Cs &
N3 Ny C,
Ns Ng Cs Cy
N~ Ng C, Cy
NoNiw | GCs C

Figure 3-6: An example of common channel list.

Statistically, the probability that the channel i&xommon to both the transmitter

(t) and receiver (r) is given as

P(c) = p{ x p; (2

Our policy is to give higher priority to channebths least common such that there
is lesser chance of contention between nodes foe s#annel. This can be found
out from last row of the NCM. Entries in CCL areascending order of the values

in last row of NCM and thus it is common to botle thodes in a communicating
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pair. The numerals in the last row can be takerthasrepresentation of the

“commonness” of the channel in a network as expl&in previous section.

£

{ Start

X

1
Prepare node-channel |

matrix (NCM)
Slremrel e rtmg Prepare sorted channel
| scheme “ list (SCL) |
! CCL priority Prepare common |
scheme channel list (CCL)

Figure 3-7: Initialization procedure of nodes.

Let us consider for a communicating pai-Nb. Looking at last row, least value is
4 corresponding to channel.@But this channel is available to neithey hor No.
Next value is 5 for channelsQvhich is also not common to both of these nodes.
Finally, channels €and G have values 6 and 8 and are common to bgtand N
nodes. Going on this manner, CCL of N, pair would include channels;@nd G

in same order. CCL of all the communicating pagrshown in Figure 3-6. Note

that some communicating pair/s might not have comoi@nnels to transfer.
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As we have considered the network such that thdade channels set are not
common between the nodes in a network, entries @L vary for each
communicating pairs. For channel access, each matleattempt to access
channels on the order they appear in the CCLrdt thannel can be accessed, it
will be used if not, second and so on. Figure 3dws the initialization phase of

both sender and receiver.

F. Channel Access

In CA-MAC, channels are accessed in time-slottechmea Hence, the entire
channels and nodes timer is synchronized. As shiowihigure 3-7, the sorted
channel list (SCL) is prepared according to a cb&sarting scheme. This scheme
can be designed in various ways according to thectbe of the network.
Currently, the scheme is such that the maximumrobsignals are exchanged as
early as possible and channels are reserved imeevdhis is advantageous as

there is lesser channel access delay throughouetoeork.

Signaling peﬁd

Figure 3-8: Channel access in CA-MAC protocol (darkshades: data transmission, light

shades: signaling period and no shades: idle perigd
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First of all, channels are ranked. A channel rahighest if it is common to
maximum number of nodes in the network. In our se&CL is prepared with the
help of NCM. In Figure 3-3 of NCM, we can see ttiad last row is the sum of all
the values (1's and 0’s) along the column. As tb&irans represent channels,
hence these values give the ‘commonness’ of thengian the network. Larger is
this value, channel is available to more numbemodles. Hence by selecting
channel common to maximum number of nodes as tadiannel for contention,
most of the nodes can reserve the channel for tdatsmission in advance and
reduce the channel access delay. SCL is the shsteof channels and time slots
such that each channel is used for control sigmamsmission at the corresponding

slot. It can be shown as

SCL={{t,,Ch}, {t,,Ch}, {t5,Chy}...{t,, Ch}} 3)

Wheret; to t,, are the time slots Gho Ch, are the channels such that for evkry
(1 tom)

S A YA (4)
i=1 i=1

Note here that the number of time slots equalsitimber of channelsy.

For NCM of Figure 3-5, SCL would be {CC,, GC;, Gs, Ci}. As there are 5
channels, time is divided into five slots. Eachtlod 5 slots is associated with a
channel according to channels rank. In our exantpiee slot 1 is for channel C
(ranked 1), time slot 2 is for channel, @me slot 4 is for @and so on. Each of the
associated time slot associated with channelsrdifteth other slots in that channel
that it starts with signaling period as shown igufe 3-8.
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\ channel €
CCL?
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\ Request for data

| channel

£

ReceivedPata channel

Tune data radio
to data channel

l

[ Transmit data

e

Figure 3-9: Channel access mechanism of sender

All of the nodes tune their listening radio to tttennel associated with the current
time slot. Hence, on every time slot, listening ioathops to every channel
according to their rank on respective time sloa ffode intends to transmit and has
channel represented by the slot in its CCL (thatimse both transmitter and
receiver have this channel in common), it wouldteod for intended channel

during the signaling period. First choice for tmeended channel would be first
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entry on CCL in case it is not reserved by any og&rs; otherwise second entry

and so on.
i,. :
I Seti= <
' current time
. Current
Receive data . channel = SCI
Tune data Listen to
. radio to data current
| Respond data e S requeste W
[ — |
{ channel Yes channel | Respond

AvrailahlAaD

No l
No

Yes\ / Is another

channel

AvriailaklAan

Figure 3-10: Channel access mechanism of receiver

On receiving channel reservation request from trattsr during signaling period,
receiver sends acknowledgement to sender if thenngtais not reserved.
Otherwise, it will offer next entry in CCL as thardidate channel. As rests of the
nodes are overhearing this reservation, they uptae information that the
channel is reserved by other pairs and would rietrgit to access the channel in a
similar way as the network allocation vector (NAW) used in 802.11 MAC
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protocol. The medium access procedure of receindrsander is shown in Figure
3-9 and 3-10.

After reserving a channel for transmission durimgnaling period, transmitting

pairs tune their data radio to reserved channelséaud data transmission in next
slot. It should be noted that, during a signalirgiged multiple pairs can reserve
disjoint channels and hence multiple transmissioas start at a same time
(concurrent transmission in multiple channels). iRstance, for a transmitting pair

to transmit after a first slot, following critengto be met:

1. Channel is common to both the transmitter @adiver.
2. Channel is the first entry in the SCL.

First criterion has been derived in previous secti®ince all the channels have
equal chance to be the first entry in SCL (for dioity), probability of
transmitting pair to transmit after first slot is

ixP(c)=i><pf><pf (5)
m m

As per our example, first time slot is for chan@d. All the nodes tune their
listening radio to this channel. As channel C4ni<CICL of nodes N1, N2, N5 to
N8, pairs N1-N2, N5-N6 and N7-N8 reserve channe® C4 and C1 for
transmission respectively. Rest of the nodes (N3 Id9) overhears the current
reservation. During time slot 2, signaling periestbn channel C2 which is in CCL
of N3-N4 and N9-N10 where they reserve channelsa@® C5. Note that during
signaling period in first time slot, N5 would harejuested N6 to reserve channel
C3 (first entry in their CCL). But during same tiralot, it have already overheard

that C3 is reserved by N1-N2, it requests N6 tesschannel C4 (second entry in
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CCL). During the slot 2, pairs N1-N2, N5-N6 and NB8-start their transmissions
(see Figure 3-8). During slot 3, nodes N3, N4, N& aN10 start their
transmissions. This way, number of parallel trassions in different channels has

been made possible.

G. Probabilistic Analysis

Now we analyze the channel access delay of CA-MAMilding a Markovian
model. The channels are opportunistic in cognitagio environment. Due to this
nature, theé" channel is available to a node following a Bertiqubcess with time

invariant probabilityp;. And the indicator function can be defined as

(6)

3 = 1 if channel isavailabletonode|
0 otherwise.

Hence p can be simply stated as the probability tAatakes value 1.

Time is divided into the number of slots. Duringlealot, one of the channels is
used for the control phase by the nodes which Hudchannel and contend for
data channel reservation. The channels for theralopihase are assigned in round
robin fashion, and each device tunes its contrdioréo the channel used for the
control phase and its data radio to its data cHanne

Let the number of channels i and the number of nodes be We form a
Markov chain with statesX} as shown in Figure 3-11. Heré&; denotes the
number of communicating pairs during timeNote that it is the same as the
number of busy channels andXf = k (the number of communicating pairs), the

number of busy devices B and N -2k idle devices. The maximum number of
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communicating devices is bounded fmyn(M, N /2). Now, the state space &f

can be given as
S:={0, 1, ..., min(M, N/2)}. (7

At any state, the probabilify thati (0 <i < min(M, N/2)) agreements are made is

given by
P = PsrPigie » (8)

where p, is the probability that a pair of sender deviaey(S) and receiver device
(say R) have the current control channel and tpus= p.p,, and pe is the

probability thati exclusive channels are idle and thpyg is given by the product
of the probability thaM — i channels are busy (i.e¥Qu.y x "™ Ci)/ “Cu sincek
channels are busy) and the probability thehannels out ok available channels
are exclusive (i.e5Ci/ **"C), resulting inpige = ((Cquy x " C)/ *Cyw) x (‘Ci/ ***
'c).

Figure 3-11: Markovian model with M states of the gstem.

-34-



Whenever a new agreement is made or the currensnrigsion ends, a state

transition would occur. 1§ is the probability that new agreements are made at

the current stateX; (or k) in the next slot andl'kj is the probability tha

transmissions terminate at the current skat@r k) in the next slot, the transition

probability from staté to statd, p,, can be expressed as

igj*"k'rf forlzk
1+ =K g M
Pa =9 M " = ZSI: T.: )
XS forl <k o

m=k-|

We can simplify the above equations by using sebrh notation to make the
equations more understandable. In every time tslat representative channel is
used for control signal exchange by the nodes whide their listening radio to
this particular channel. Hence, if the current ctens C;, then transmitting pairs
(S, R)would contend for reserving a channeCifl] CCL (S, R. Note thatCCL (S,
R) is obtained by set intersection of sender’'s auiver's channel sets. Now, let
us say thaR:is the set of the channels reserved by the contendtil time slot t,
the total number of channels utilized in the ndat would be equal to cardinality
of setR; given as|R|. This is also the channel utilization of the nativ Hence,
throughputTh(t) in time slott can be obtained by

Th(t) = |R¢|*(total packets)/(slot duration). (10)

And, overall system throughptihs is obtained by

Th, =) Th(t). (11)
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At time slott, |R| pairs out ofN number of nodes would be busy accessing the
channels. As a resultl/2 — |R| pairs would be idle. Therefore, the average network

access delay of the system, ., is given by

avg !

DavgﬁZ(N/Z—lm). (12)

|

Average channel access delay (slots)

: : —= g
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Availability

Figure 3-12 Expected average access delay versusmhel availability with varying number of

nodes.

We have done mathematical analysis in MATLAB tothetexpected performance
of the system. The channel availability is varieohf 0.1 (10%) to 1 (100%) and
the average channel access delay is obtained ingahe number of nodes (with

10 channels) as shown in Figure 3-12 and by varisghumber of channels (with
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10 nodes) as shown in Figure 3-13. These analgsidts will be validated by the

ns-2 simulation results which will be discussedhapter IV.

55 Number of nodes = 10 b

o

A
ol

B

s

Average channel access delay (slots)
N w
2] a1

N

=
o

=

| |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Availability (p)

Figure 3-13 Expected average access delay versusmhel availability with varying number of

channels.
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V. Performance Evaluation

A. Simulation Environment

The performance study of CR MAC protocols is chalieg due to the
unavailability of a reliable evaluation tool evdrotigh special features are added
above legacy wireless MAC protocols. In our perfante study, the network
simulator ns-2 is used. The “cognitive radio cogritnetwork simulator” CRCN
patch [30] is combined in ns-2 for CRN simulatioi. provides additional
functionality to ns-2 with cognitive capabilitiesf enultichannel environment,
channel selection at MAC or routing layer and muradtlio interface. We have used
ns-2.31 version with CRCN patch for our simulatigithough some sample MAC
protocols have been provided for tests, we havefraddhe existing 802.11 MAC
protocol to suite CA-MAC characteristics. The siatidn parameters are

summarized in Table 4-1.

Table 4-1 Simulation parameters

Description Value
Simulation tool Ns-2 (with CRCN patch [18])
Network area 1000mx 1000m
Number of nodes 40
Number of sessions at a time 5
Propagation channel model Two-ray ground reflectiel
Number of interfaces per node 2
Number of channels 10
Channel availability 10% to 100% (steps of 5%)
Maximum signal period length 10ms
Simulation time 50s
Number of NCMs per the examined value pof 50 (950 in total)
channel availability
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Figure 4-1 shows the overall simulation and analysbcedure. We assume that
channel sensing phase has passed and hence feedodles with channel
information through NCM files. The number of NCMs created for each of
channel availability for more number of runs toigate effect of randomness. For
each NCM network scenario and both the protocalgehnumber of simulation
runs is to be undergone. We therefore do this tjirdeatch simulator built using
Linux operating systems bash. Finally large amaafntrace files through these
runs are processed to form data files by traceyaaalsing perl script and finally

these data files are plotted by appropriate plotter

p ,runs ey

o, 5 | 35 | 15
perl | : :

NCM
Generator

o 1 2 i 4 5

Plotter

Batch
Simulator

trace files

Trace
Analyzer

Network
Simulator

Figure 4-1: Simulation and analysis methodology.

The CA-MAC requires node-channel information ob¢girthrough sensing phase,
or exchanged between the nodes. This phase is adsionbe passed. The channel
availability (as described in Chapter 1ll) is varigom 10% to 100% with the steps
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of 5% to represent harsh, “uncommon” and “commoharmel environment as
explained earlier. So, there are 19 examined vabdieshannel availability (i.e.,
10%, 15%, ..., 100%) in total. For each value of clemvailability, 50 NCMs is
generated to create total of 950 NCMs. This nunatbeample NCMs is enough to
validate the outputs due to randomness. The 80RIAC protocol is modified
with the input of these NCM values and prepar@fithe data structures as per our
protocol such as SCL and CCL. Around 40 nodes eptogled randomly in 1000m
X 1000m area. Out of them, 10 nodes are selectedndom as transmitter and
receiver. The transmission range and other vales kept to default settings. The
number of channels is set to 10 with the availgbprobability varying from 10 to
100 percent with steps of 5 as mentioned earliee&eh of the nodes. For making
multiple numbers of users able to contend in alsisfpt, slot length is set to 10

milliseconds.

B. Simulation Results and Discussion

In this section, we present the simulation respifttsined and comparison with the
SYN-MAC protocol. SYN-MAC protocol is similar to GMAC protocol but
differs in the sense that channel hopping ordexcording to channel index and
only one new transmission can be started in a sioe[7]. It offers the good
connectivity between network nodes and outperfothes existing CCC based
protocols. Hence, it can be considered as a key NpAgEocol for uncommonly
distributed channel architecture in CRAHNSs. Althbug solves the several
problems related to CCC, it has a shortcoming asmeslot; only one transmission
can be started. Our target in CA-MAC is to overcatims by allowing multiple

transmissions to start at a time and hence deoagede overall channel access
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delay in the network. SYN-MAC was simulated usihg same procedure under

same network environments with same inputs as CACM@ comparison.

Figure 4-2 shows the observed end-to-end delagnmg of slots in SYN-MAC
and CA-MAC under the same network scenarios (he.game NCMs). We can
observe that CA-MAC has less delay in channel accempared to SYN-MAC.
Gap between the trends of CA-MAC and SYN-MAC isrfduo increase as more
number of channels is available throughout the agkwin SYN-MAC, as only
one new transmission is allowed per slot, for ngnaissions, at leastx (n — 1)/2
slots are lost in total. Hence, average delay fonannels is at least ¢ 1)/2 slots.
However, as in CA-MAC, multiple transmissions catarts in a same slot,
minimum delay would be one slot per every transioiss Hence average delay
would be around 1 slot for an ideal case wheré¢halltransmissions start from the

beginning.
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Figure 4-2: End-to-end delay at different channel aailability.
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Figure 4-3 compares SYN-MAC and CA-MAC in termssetsion connectivity. In
this paper, session connectivity in a network i&na@el as the ratio of the number of
communicating pairs over the total number of erhlslessions. We can see that
session connectivity is high in CA-MAC compared $¥YN-MAC because, in
SYN-MAC, a node selects a channel randomly outvailable common channels.
And if it loses the contention, it has to wait feext available common channel
with its intended receiver. However, in CA-MAC, iemitter can contend for any
channel in any slot and receiver could even nakigytransmitter of next available
channel during same slot. For an instance{€ayCs;, Cs} be the CCL and current
slot be & slot. In SYN-MAC, nodes would contend to accesanctel 3. If they
lose, they need to wait till'5slot for next contention (where there is no gutean
of winning). On the other hand, @ was not available, it cannot contend @r
after losingCs because L slot representing chann€j has already passed. But in
case of CA-MAC, nodes can contend &yin current slot in current channel and if
it loses, it can clainC; to be accessed in next slot.

100 ‘ ‘ ‘
| | | |
[ ISYNMAC |

|

Session Connectivity (%)

10 20 30 40 50 60 70 80 90 100
Channel availability (%)

Figure 4-3: Session connectivity at different channel availaktly.
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Figure 4-4 highlights that, through lower accessygl@and high connectivity, CA-
MAC offers better throughput compared to SYN-MAG.Higure 4-4normalized
throughputrepresents the normalized ratio of the maximuraughput obtained in
all the examined values of channel availability rotree throughput obtained at a
given channel availability. We can see from thepprahat the normalized
throughput equals one when channel availabiligreaind 100% for both protocols
which corresponds to the maximum throughput obthifests of the plots are the
relative throughput to that maximum obtained thiqug at this point. There are
some rise and falls in the plot of throughput bseathe channel selection is a
random process and channel availability itself andom. Hence, due to
randomness, the output is not smooth. However gitfést is compensated through

multiple iterations.
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Figure 4-4: Network throughput at different channel availability.
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V. Conclusions and Future Works

We presented a MAC protocol for CRAHN where the roted is uncommon
between nodes. This is the practical case in thené®vorks where channels
available might not be same to all of the nodeth@network. Proposed CA-MAC
protocol does not require any CCC. Hence it is iptsgor network connectivity
even one channel is not common throughout the nmktwia addition, several
problems of CCC can be avoided. We simulated tb&opol using ns2 and CRCN
patch for CRNs and compared it against SYN-MAC geot. We have shown that
CA-MAC outperforms SYN-MAC by improving overall netrk access delay and
network connectivity by allowing multiple device ima to transmit data

concurrently in different channels.

As the future works in CA-MAC, we plan to add aduhial optimizations such as
minimizing the NCMs size to optimal dimension. Ttggo form an abridged NCM
which could simplify the processing overhead reggiim each of the node-ends.
Also, as explained, in CRAHNs MAC protocols, choafechannel to be selected
depends on the kind of network implemented. Theegfave plan to study and
identify an appropriate utility function for variskinds of networks. Several utility
requirements such as QoS, PU interference presamyatelay tolerant network,
intra-SU congestion can thus change the channéhgmschemes. In addition to
this, in future work, a priority classes can beated by a node in order to access
channels. This could have one or more targets sashPU interference
preservation, fairness, and delay sensitivity ardome multimedia applications.
The channel selection schemes popular in literasueh as: game-theoretic

selection or statistical prediction can be impletadnn the system in future.
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ABSTRACT

A MAC Protocol for Concurrent Channel Access in Gitige Radio
Ad Hoc Networks

Sunil Kumar Timalsina
Advisor: Prof. Sangman Moh, Ph.D.
Department of Computer Engineering

Graduate School of Chosun University

Cognitive radio ad hoc networks (CRAHNS) consistaofonomous devices that
operate in ad hoc mode and aims to perform efficigilization of spectrum
resources. In cognitive radio (CR) networks, umlgsd users sense the licensed
spectrum bands and opportunistically access thahout interfering operations of
licensed users. This requires serious attentioMé& layer design for spectrum
access. Especially, in ad hoc networks with noreérbordinator, the MAC layer
plays an important role in coordinating unlicensestrs’ access to the licensed
spectrum. Recently, a number of works on desigiM®C protocols for this
purpose have been published. Most of them, howeaverestricted with numerous
limitations and assumptions. In this thesis, we ndra@ MAC protocols in
CRAHNSs and propose a new MAC protocol called CA-MACbncurrent Access
MAC) in this category.

First, we categorize the protocols on the basisomimon control channel (CCC)
requirements and further review major implementetifor each category. Then,
we make a qualitative comparison of the protocais terms of inherent

characteristics and performance. Usually, cognitigeices exploit a vast number
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of available channels. In general, all or some nb&nare not common to the nodes
in a CRAHN. Such a network environment poses thlablpm of establishing a
common control channel (CCC), as there might behannel common to all the

network members at all.

Then, we propose a MAC protocol named CA-MAC whiglerates on this kind of
channel environment without requiring any CCC. Tiwo devices in a
communicating pair can communicate with each oétven if they have only one
common channel available. Therefore, the problentls @CC (such as channel
saturation and denial of service attacks) can se @solved. CA-MAC distributes
the channel access between communicating pairsthand, it increases network
connectivity. In addition, CA-MAC allows the concent access to multiple
channels concurrently. According to our performastaly, CA-MAC provides
the higher network connectivity with shorter netiaride channel access delay
compared to SYN-MAC (which is the conventional R&AC protocol for similar
“‘uncommon” channel architecture in CRAHNS), resgtiin better network
throughput.
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