creative
comimons

C O M O N S
& X EAlI-HI el Xl 2.0 Gigel=
Ol OtcHe =2 E 2= FR0l 86t AFSA
o Ol MHE=E= SN, HE, 8E, A, SH & &5 = AsLIC

XS Metok ELIChH

MNETEAl Fots BHEHNE HEAIGHHOF SLICH

Higel. M5t= 0 &

o Fot=, 0l MEZ2 THOIZE0ILE B2 H, 0l HAS0 B2 0|8
£ 2ok LIEFLH O OF 8 LICEH
o HEZXNZREH EX2 oItE O 0lelet xAdE=2 HEX EsLIT

AEAH OHE oISt Aeles 212 LWS0ll 26t g&
71 2f(Legal Code)E OloiotI| &H

olx2 0 Ed=t

Disclaimer =1

ction

Colle


http://creativecommons.org/licenses/by-nc-nd/2.0/kr/legalcode
http://creativecommons.org/licenses/by-nc-nd/2.0/kr/

[ UCI ] 1 804: 24011- 200000242050

20113 8¢
AAEHS] =&

Facial Pose and Expression
Recognition Using Limited
Feature Points Based
on a Dynamic Bayesian Network

PN
rx
aw)
1ok
El
)
ok
d(_}l

¥
=
k)
of
o
i)

Wei Zhao



Facial Pose and Expression
Recognition Using Limited
Feature Points Based
on a Dynamic Bayesian Network

A%d SAREL |87 B4 Wolxt YEHI
A 9F g 2 ¥4 A4

20113 8¢ 25¢

EN
[
A
10k
El
A
J.?‘_‘,
r:‘.‘g

ot
="
L)
of
o
[

Wei Zhao



Facial Pose and Expression
Recognition Using Limited
Feature Points Based on a
Dynamic Bayesian Network

o] EES I YAFNNY =EOE AEF

20119 4 ¢

Wei Zhao



Wei Zhao ¢ XA =S AT

A9 =AY o A F (D
9 zAAYgsw Z@d 9k 3 o (Q)
9 9 FAYEgw ZadE o] AL (Q)

2011d 5€¥



ABSTRACT

Facial Pose and Expression Recognition Using Limited Feature
Points Based on a Dynamic Bayesian Network

Wei Zhao

Advisor: Prof. Sang-Woong Lee, Ph.D.
Department of Computer Engineering

Graduate School of Chosun University

In daily life, language is an important tool during the communications between
people. Except the language, facial actions can also provide a lot of information.
Therefore, facial actions recognition becomes a popular research topic in Human-

Computer Interaction (HCI) field.

However, facial actions recognition is a quite challenging task because of its com-
plexity. In a literal sense, there are thousands of facial muscular movements many
of which have very subtle differences. Moreover, muscular movements always occur

spontaneously when the pose is changed.

To address this problem, we build fully automatic facial points detection system
firstly based on local Gabor filter bank and Principal Component Analysis (PCA).
Then a Dynamic Bayesian networks (DBNs) is proposed to perform facial actions

recognition using junction tree algorithm over a limited number of feature points.



In order to evaluate the proposed method, we have used the Korean face database
for model training, and CUbiC FacePix, FEED, and our own database for testing.

Experiment results clearly demonstrate the feasibility of the proposed approach.
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Section 1

Introduction

Facial actions can provide information not only about affective state, but also
about cognitive activity, psychopathology and so on. In our lives, facial actions al-
ways express a mount of information beyond words. In Human-Computer Interaction
(HCI), facial actions recognition is an important tool for communication between a
human being and a computer. However, this is always a tough task because of the
essence of facial actions. Thousands of distinct nonrigid facial muscular movements
have been observed and most of them only differ in a few features. For example, spon-
taneous facial actions are usually in the term of slight appearance changes. What
is more, different facial actions can happen simultaneously. All of these make the
recognition difficult. Many methods have been proposed by researchers in order to
solve this problem. The Facial Action Coding System (FACS) [1] is one of the most
popular methods to analyze the facial actions. In FACS system, nonrigid facial nus-

cular movement is described by a set of facial action units (AUs).



In this paper, we focus on the methods based on Bayesian Network (BN) and
then extend to Dynamic Bayesian Network (DBN). In [2], a unified probabilistic
framework is built to recognize the spontaneous facial actions based on a DBN.
The authors declare that there are coherent interactions among rigid and nonrigid
facial motions. According to this idea, facial feature points can be organized into
two categories: global feature points and local feature points. By separating the
28 feature points into two groups, they realize the interactions between pose and
expression variables. In this paper, the pose is considered in only pan angle and
divided into three states: left, frontal and right. The expression is analyzed by FACS.
Another paper [3] uses BN for face identification. The author takes the salient facial
areas as facial features. These facial features are combined together to generate a
human face. In [4], a probabilistic measure of similarity is used instead of standard
Euclidean nearest-neighbor eigenface matching. The advantage of this improved
method is demonstrated by the experiments. Some other researchers use hierarchical
Bayesian network for human interactions [5]. In [5], a method to recognize the
interactions between two persons is presented using a hierarchical Bayesian network.
In our case, we use BN and DBNs to handle the pose and expression recognition
using only 21 feature points on human face. We assume that pose and expression
can only be considered as a kind of distribution of the feature points. The experiment

results show that this hypothesis is reasonable.



Section 11

Previous Works

Facial pose and expression are two kinds of different facial actions. Over the
decades, there has been extensive researches in computer vision on recognizing facial

actions.

For head pose estimation, many methods have been proposed during these 20
years. There are many approaches to cluster all of these methods. We apply the
fundamental approach that underlies its implementation [6]. This evolutionary tax-
onomy consists of the following eight categories that describe the conceptual ap-

proaches that have been used to estimate head pose:

e Appearance template methods compare a new image of a head to a set

of exemplars (each labeled with a discrete pose) in order to find the most similar view.

e Detector array methods train a series of head detectors each attuned to a



specific pose and assign a discrete pose to the detector with the greatest support.

e Nonlinear regression methods use nonlinear regression tools to develop a

functional mapping from the image or feature data to a head pose measurement.

e Manifold embedding methods seek low-dimensional manifolds that model
the continuous variation in head pose. New images can be embedded into these

manifolds and then used for embedded template matching or regression.

¢ Flexible models fit a nonrigid model to the facial structure of each individual
in the image plane. Head pose is estimated from feature-level comparisons or from

the instantiation of the model parameters.

e Geometric methods use the location of features such as the eyes, mouth, and

nose tip to determine pose from their relative configuration

e Tracking methods recover the global pose change of the head from the ob-

served movement between video frames.

e Hybrid methods combine one or more of these aforementioned methods to

overcome the limitations inherent in any single approach..



Facial expressions convey non-verbal cues, which play a key role in both in-
terpersonal communication and human-machine interfaces. Many researchers have
endeavored to find the normative qualities of facial expression [7], [8], [9]. Most of
them have been based on FACS. Recently, research has been focused on improving
facial action recognition combining spontaneous facial expressions with varying head
pose. The work on facial action analysis can be classified as mentioned in [2]. This
classifying is based on how these methods deal with the relationships between the

head movement and nonrigid facial movements.

e The first group of methods [10], [11] explicitly represents and recognizes the

facial expression on facial expression databases.

e The second group [12], [13], [14], [15] assumes that the 3D head pose is inde-
pendent of nonrigid facial muscular movements and estimates the pose and nonrigid

facial motions sequentially and separately.

e The third group [16], [17] explicitly models the coupling between rigid head
movement and nonrigid facial motions for facial action analysis and simultaneously

recovers the rigid and nonrigid facial motions.



Section 111

Facial Feature Point Detection

Face detection and facial feature points extraction are two important steps in
a whole facial actions recognition system. The results of the previous part of the
system will affect the recognition rate directly. For feature points extraction, there
are many popular methods such as Gabor filter-based method, Active Shape Model
(ASM), Active Appearance Models (AAM) and so on. ASM performs well in exper-
iments [18]. However, ASM is a statistical approach for shape modeling and feature
extraction. In order to train the ASM model, a lot of training data is necessary.
AAM [19] has the same problem as ASM. In order to realize the fully automatic
feature point detection, several other methods appear. One of the most popular
methods is to detect feature points using Gabor filter [20]. Gabor filter is a powerful
tool in computer vision field. It is represented by frequencies and orientations. The
representations are similar to those of human visual system. However, the drawback
is that a lot of time is consumed when Gabor filter is used to detect features. In

our paper, we apply a series of steps to simplify the Gabor filter and still obtain the



good detection performance. The feature dimension in our paper is only one fifth of

the dimension used in paper [20] while the system still performs well.

A Pupils and Nostrils Detection

In order to detect pupils and nostrils, first we should find the human face from
the image.

There are many methods for detecting human face from an image. We can decide
the human face region using skin color and shape information. Using skin color to
find human face is one of the most popular algorithms. There are several advantages
of this method. Color processing is much faster than other facial features and color
information is independent of the orientation of the face. The disadvantage of skin
color-based method is that when obstacle with similar color appears in the image,
for example hands, mistakes will happen. The shape information can be added to

solve this problem.

If more than one face appear in the image, other features are needed to work it
out. Here we only handle the case with one human face. Our human face detecting
system performs well in video. After detecting the human face region, we apply the

method introduced in [21] to detect pupils and nostrils.



B Facial Feature Points Extraction Based on Local Ga-
bor Filter Bank and PCA

We take the pupils and nostrils as the reference points and separate the face into

several areas. In each small area, we build up the feature vectors for each point.

1 Gabor Filter Bank

Gabor filters with different frequencies and orientations can serve as excellent
band-pass filters and are similar to human visual system. The Gabor filter function

is then given by equation (III.1):

1 x; Y :
9(z,y, [,0) = —eap[-m(—5 + 5)][exp(i2n fz,)] (IIL.1)
ab a b
where
r, =wxcosfh+ ysinb
yr = —xsinf + ycost

In paper [22], local Gabor filter bank is proposed and compared with traditional
global Gabor filter bank. Both the theoretical analysis and the experiment results
show that the local Gabor filter bank is effective. In our experiments, we choose 4
orientations and 3 frequencies from the original 8 orientations and 6 frequencies as in
[22]. The 12 Gabor filters are combined to form a local Gabor filter bank as shown

in Figure III.1.



Figure III.1: Local Gabor filter bank with 4 orientations and 3 frequencies

The feature vector is a 11 x 11 image patch extracted from face image which
centered on that point. The image patch is extracted from 12 filtered images and
one original gray scale image. Thus 1573 (11 x 11 x 13 = 1573) dimensional vector
is used to present one point. In order to describe the method better, we give an
example of the feature vector. As shown in Figure II1.2, there are 12 images from
filtered human face images each of which is a 11 x 11 image patch. We can reshape
these patches into a vector. This vector represents the point 6 as marked in Figure
V.1. Figure II1.3 is the feature vector of point 6 extracted from another person.
Figure II1.4 is the feature vector centered at another point near point 6. Calculating
the Euclidean distances between these images, the distance between Figure II1.2 and
Figure II1.3 is smaller than distance between Figure III.3 and Figure I11.4. The

Gabor filter used in this example is the global Gabor filter. We can also figure out



the necessity of the local Gaobr filter because some patches are similar with each
other in these three images. The patch in the second row and the third column
provide more information than the others. So the Gabor filter for this patch is the
most effective for detecting this feature point. This method is similar with the feature
extraction method introduced in [20]. However, because we use the local Gabor filter
here, the dimension of the feature vector (1573) is much lower than the dimension in

[20] which is 8281.

Figure II1.2: 12 patches obtained from 12 filtered images. These patches represent
the point 6 marked in Figure V.1

e
o
'.}.'

e
N -

Figure II1.3: 12 patches obtained from 12 filtered images. These patches represent
the point 6 of a different person.
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2 Principal Component Analysis (PCA)

In order to reduce the dimension further, Principal Component Analysis (PCA)
is applied. Considering a set of N images (x1, z2,...,xy), each image is represented

10
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Figure II1.4: 12 patches obtained from 12 filtered images. These patches represent
the point near point 6.

by t-dimensional Gabor feature vector. The PCA [22], [23] can be used to transform
the t-dimensional vector into a f-dimensional vector, where normally f < t. The

new feature vector y; € R/ are defined by equation (II1.2)

yi=WZL xi (i=1,2,..,N) (I11.2)

pcart

where ij;a is the linear transformations matrix, ¢ is the number of sample images.

In our case, each feature point is represented by 1573-dimensional feature vector.
Then a transformations matrix can be found to project the 1573-dimensional vectors

to a lower dimensional space.

We take point 6 as an example again to explain our method. Assuming there
are five points as the candidates and each candidate is presented by a vector whos
dimension is lower than 1573. After calculating the Euclidean distances among these

five points and the trained points, we can decide which point is the feature point.

11



Section IV

Modeling the Pose and Expression with Dy-
namic Bayesian Network

We simplify the poses and expressions as a position distributions of the feature
points. Each pose and expression has a certain position and distance distribution.
For example, in Figure IV.5, the feature points of frontal human face is symmetrical.
When the head turns to left, the relative position of points are changed to asym-
metric. The degree of the asymmetry indicates the poses angle. When smiling, the
relative positions of four points of the mouth will change: the corner points of the
mouth will move up. We are going to verify that the method is reasonable through

the experiments.

A Proposed Bayesian Network

1 A Brief Introduction of Bayesian Network

A Bayesian network was firstly proposed by Pearl[29]. The BN represents the

joint probability distribution over a set of random variables in a directed acyclic

12



graph (DAG). The links between these variables represent the causality relationships.

More formally, we can define Pa(X;) as the parents of variable X; and the joint

probability P(x) over the variables is given by the equation (IV.1):

P(z) = [[ P(Xi|Pa(X))) (IV.1)
=1

where i is the index of variables and n is the total number of variables. From equation
(IV.1), we can tell that a BN consists of two crucial respects: the structure and the
parameters. So how to learn the structure and the parameter from a actual problem
becomes an important issue in BN. We only consider the parameter learning issue
in our case because we have already decided the BN structure. Parameter learning
can be classified into 4 types, depending on the goal is to compute full posterior or
just a point, and all the variables are observed or some of them are hidden. In our
case, the goal is a point estimation and the hidden nodes exist. Hence, Expectation-
Maximization (EM) algorithm is applied. We can indicate the two steps of this
algorithm from its name: expectation and maximization. In fact, EM is an iterative
optimization method to estimate some unknown parameters given measurement data.
This algorithm is suitable for the situation that some data are missed. If 8 denotes
the parameters of the model, v is the observed variables and h is the hidden variables.

The log-likelihood is given by the equation (IV.2) :
L(B,v) = log Zp(v, h|6) (IV.2)
h

13



Since maximizing equation (IV.2) directly is difficult, the variational approximation

to the EM algorithm is used [25]:
L(0,v) = logy p(v,hl6) (IV.3)
= log Zh:p (v, h|0)
_ logz q(h p v, h|9

zqwog*(”’h‘(’)

>

T4 q(h)

= > q(h)logp(v,h|0) = q(h)logq(h
h h

It can be shown that the optimal setting for variational distribution q(h) is p(h|v, 9).
We do not give prove this conclusion here and the detail can be found in [30]. Hence,
we can replace q(h) with p(h|v, ). The second term in the last line of the equation
can be neglected because it dose not contain any 6. So the equation (IV.3) can be

rewritten as following:

L(0,v) = Y _ p(h|v,0)logp(v, h|0) (IV.4)

h
To perform EM algorithm, firstly, infer the distribution of hidden variables h by
initial parameter ) and observed data (E-step). Then find the parameters that
make the likelihood of equation (IV.2) maximal (M-step). These two steps can be

expressed by equation (IV.5):
E — step: compute p(hlv, ;) (IV.5)

M — step: 041y < argmazg Zp(h\v, 0;)logp(v, h|6)
h

14



After parameter learning, the BN has been fixed. The next work is to infer the
result from evidence. Inference is another important task in BN. In this paper, we
use the classical Junction Tree algorithm as our inference engine. Junction Tree algo-
rithm is a very popular algorithm and can perform exact inference in both directed
and undirected graphical models. This Junction Tree algorithm first presents the
original graph into another type, called the junction tree. Then use this junction

tree to pass the information and infer the result.

2 The Introduction of the Proposed Bayesian Network

Figure IV.1 is the flow chart of our work.

Normalize
images Test data

Structure of

Normalize the BN
data
l / BN model
reshape Processed EM Parameter of

|
data Training data algorithm the BN

Result

Figure IV.1: The flow chart of the proposed method.

Firstly, we build a two-layer Bayesian network as shown in Figure IV.2. The first
layer contains two discrete variables: pose and smile.
Generally, three kinds of angles are used to represent the pose: pan,tilt and roll.

In this paper, we only consider the pan angle. For human being’s head, pan angle

15



eyebrow

Figure IV.2: A two-layer Bayesian Network of the proposed BN.

means turn left or right. We separate the pan angle into 5 different views: frontal,
left, more-left, right and more-right which correspond to five discrete states of node
pose (Pan angle € {1,2,3,4,5}) in the system. As described, we separate left- turn
and right-turn angle into two groups. Usually, if the angle is around or larger than
45° it will be clustered to the more-left or more-right group. If the angle is between
15° and 45°, it will be clustered to left or right group. Of course, the interval here is

general and the boundary between groups are not exact.

The second layer consists of four continuous variables: eyebrow, eye, nose and
mouth which are denoted by B, FE, N, M. Each variable is presented by a vector
with different length. The joint probability of the BN in Figure IV.2 is factored into
conditional probabilities and prior probabilities as in equation (IV.6). For better

expression, we denote P for node pose, S for smile.

16



P(B,E,N,M,P,S) = P(B,E,N,M|P,S)x P(P,S) (IV.6)

= P(B|P,S)P(E|P,S)P(N|P,S)P(M|P,S)P(P)P(S)

Our aim is to estimate the belief of pose and smile nodes given the evidences of the

second layer:

P(B,E,N,M,P,S)
P(P,S|\B,E,N,M) = V.
(BB = e S e PP S BENI T

where the summation is over all possible configurations of the values on the node

Pose and Smile.

Then the third layer is built. In this layer, the observations of the second-layer
nodes are defined. According to this definition, the nodes in this layer are continu-
ous too. The second and third layers reflet the uncertain relationship between the
observations and the real values. The nodes on the third layer can be denoted by
Op,0g,OnN,Ojs as shown in Figure IV.3. The joint probability of the nodes from

these two layers can be calculated by equation (IV.8):

P (B,E,N,M,Op,0p,On,O)
= P(B,0p)P(Op)P(E,Or)P(Or)P(N,ON)P(ON)P(M,On)P(On)
(IV.8)

17



Figure IV.3: A simplified Bayesian network of proposed model.

In equation (IV.6), (IV.7), (IV.8), ”P” is the probability distribution of the nodes.
For the discrete nodes without parents, the probability distributions are given in
the term of Conditional Probability Table (CPT). For the continuous nodes with
discrete or continuous parents, the probability distributions are given in the term of
Conditional Probability Distribution (CPD). In this work, the CPD of continuous
nodes are parameterized as a Gaussian distribution. For example, node Sp, given
its parents pose and smile, the distribution can be defined as:

P (B = blpose = k,smile =)

-1

I VI SNy o
RTEEESE p(=5 (0= ) ;(b 1))

(IV.9)
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where n is the dimension of the feature vector. Mean p; and the covariance matrix

>, are the parameters of the conditional gaussian distribution.

3 Parameter Learning of the Proposed Bayesian Network

We choose 50 people from Korea Face database for training. Each person contains

5 poses and 1 expression as shown in Figure IV .4.

Figure IV.4: An example of the training data used in our model.

After getting the observations of the variables, we begin parameter learning step
using the EM algorithm introduced before. We only choose 21 points on human face
which are shown in Figure IV.5.

We can verify the parameter learning result by sampling some data from the BN
and compare them with the training data. From Figure IV.6 and Figure IV.7, we
can compare the data sampled from model before and after learning. After learning,
the similarity of the two figures dramatically increase. This similarity implies the

success of BN parameter learning.

19



Figure IV.5: 21 feature points we applied in experiments.

Given this Bayesian network, based on the measurements of feature points, pose

and expression are recognized by finding the optimal states of them:
Pose™, Ex* = argmax p,ge g,p(Pose, Ex|Op, Op, On, Oyr). (IV.10)

where Ex means expression.

B Extend the Proposed Bayesian Network to Dynamic
Bayesian Network

1 A Brief Introduction of Dynamic Bayesian Network

Sequential data comes in two main forms: temporal (time-series) data, which
is generated sequentially by some causal process, and sequence data. For modeling
time-series data, it is natural to use directed graphical models, which can capture the

fact that time flows forward. Arcs within a time-slice can be directed or undirected,

20



40 T T " 150

T + +
| + +, + 1
30 +++++++++
+
20+ .
10 D’% e 2 g
o b i
T -
L= Prs o bps i
U.
ol ]
20k ]
30 + *3" 200 .
ks * kg ¥ F ;
+
A0 |* 1 1 250 1 1 1
0 5 10 15 20 0 g 10 15 20

Figure IV.6: The distribution of node nose before parameter learning. The left image
plots the training data of nose. Because the length of nose vector is 6, there are 6
lines in the figure. The right image is the data sampled from the BN before the
parameters are learned.
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Figure IV.7:
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The distribution of node nose after parameter learning. The left image
plots the training data of nose. The right image is the data sampled from BN after
learning the parameters.
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since they model instantaneous correlation. If all arcs are directed, both within and
between slices, the model is called a DBN [37]. A DBN is defined as B = (G, 0)
where G is the model structure, and © represents the model parameters like the
CPDs/CPTs for all nodes. There are two assumptions in the DBN model: First, the
system is first-order Markovian, and second, the process is stationary which means
that the transition probability P(X'"1|X?) is the same for all t. Therefore, a DBN
B can be also defined by two subnetwork: the static network By and B_,as shown in
Figure IV.8. The static distribution By = (Go, O¢) captures the static distributions
over all variables X". The transition network B_, = (G_,, ©_,) specifies the transition

probability for all t in finite time slices T.

Figure IV.8: An example of DBN. The left image is a static network and the right
image is the transition network

Given a DBN model, the joint probability over all variables can be factorized by

unrolling the DBN into an extended static BN, whose joint probability is computed
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as equation (IV.11):

T-1
P(2°,...2") = P, (a°) [[ Ps_ (2" |2") (IV.11)
t=0

and transition network B_, can be decomposed as follows based on the conditional

independencies encoded in the DBN:

N
Pp_ (2" a") = Ppy(a°) | | Po_ (" palzf)) (IV.12)
=1

2 Parameter Learning of the Proposed DBN Network

According to the definition of DBNs, we unroll the original BN in finite time

slices as shown in Figure IV.9 and Figure IV.10.

Figure IV.9: DBN of pose recognition.

Four cases have been distinguished in [38] for describing learning problems in
DBNs. We summarize these four cases in Table IV.1.

Full observability means that the values of all the variables are known. Partial
observability means that the value of some variables are unknown and these unknown
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Figure IV.10: DBN of smile recognition.

Table IV.1: Four Cases for Creating DBNs Structure and Determining Their Param-
eters

Structure/Observability Method
Known/Full(complete data) Simple statistics
Known/Partial(incomplete data) EM or gradient ascent
Unknown/Full(complete data) Search through model space
Unknown /Partial(incomplete data) | Structural EM
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variables are called hidden variables. In our paper, because the hidden variables
exist and the structure is known, EM algorithm is applied. We have introduced EM
algorithm for BN briefly in previous section. Here we explain the EM algorithm

applied in DBNs through equation (IV.13) and equation (IV.14).

T-1 T-1
log Pr(Q3 1, Y 10) = ZlogPr (atlgr—1) +ZlogPr (ytlgr) + log Pr(qo),
t=1 t=0

(IV.13)

where 6 denotes the model parameter vector, Q is the hidden variables and the Y is
the observations. The maximization step aims at finding parameters 0 that satisfy

the next condition:

dB(P,Q) _ TZI GlogPr iL't,iL‘t 1)> +T 1<8logPr(yt,xt)> n <610gPr(x0)>
06 — por 00 00

I
o

(IV.14)

Y

We use the EM algorithm to train the DBNs and obtain the parameters which
maximize the likelihood of the training data. Figure IV.11 gives some samples from
the original DBNs before learning. We fetch 3 points from eyebrow and in Figure
IV.11 we use three colors to present these 3 points. Figure IV.12 shows the distribu-
tions of the eyebrow points after parameters learning. We can figure out that feature
points’ distributions are characteristic for different head poses. The upper figure in
Figure IV.12 is the distributions when the head turns right and the lower figure is

the distributions when the head turns left. The upper figure in Figure IV.13 is the
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nose feature points’ distributions when the head turns right and the lower figure is

when the head turns left.
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Figure IV.11: The eyebrow feature points’ distributions sampled from the DBNs
before parameter learning
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Figure IV.12: The eyebrow feature points’ distributions sampled from the DBNs
after parameter learning.

Figure IV.13: The nose feature points’ distributions sampled from the DBNs after
parameter learning.
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Section V

Experiments Results and Analysis

A Experiment Environments and Databases Used in Ex-
periments

The experiments are performed on the computer with 2.00G B RAM. The databases
used in experiments are including Korean face database, CUbiC FacePix(30) database
[27], [28], FEED Database (Facial Expressions and Emotion Database) [35], Japanese
Female Facial Expression (JAFFE) database and a small database we create our-
selves. The information of these databases can be found in the following list:

e Korean Face Database In Korea Face database, there are several different
images for one person which are taken under different illuminations, gestures, obsta-

cles or expressions. For the expression in Korean database, only smile is included.

e CUDbiC FacePix(30) Database CUbiC FacePix(30) is a face image database
[27], [28] created at the Center for Cognitive Ubiquitous Computing (CUbiC) at Ari-

zona State University, and made available free of charge to the worldwide research
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community. It contains face images of 30 people. There are 3 sets of face images
for each of these 30 people (each set consisting of a spectrum of 181 images) where
each image corresponds to a rotational interval of 1 degree, across a spectrum of 180

degrees.

¢ FEED Database This Database with facial expressions and emotions from the
Technical University Munich is an image database containing face images showing
a number of subjects performing the six different emotions. The database has been
developed in order to assist researchers who investigate the effects of different facial

expressions.

¢ JAFFE Database The database contains 213 images of 7 facial expressions
(6 basic facial expressions +1 neutral) posed by 10 Japanese female models. Each
image has been rated on 6 emotion adjectives by 60 Japanese subjects. The database
was planned and assembled by Miyuki Kamachi, Michael Lyons, and Jiro Gyoba and
the photos were taken at the Psychology Department in Kyushu University.

e Our own Database In order to evaluate the proposed BN in spontaneous
situation, we create a database ourselves. The database is comprised of videos which
show spontaneous head gesture and expressions. In experiments, we extract images

from these videos.
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B Experiment Results for Feature Detection

Figure V.1: An example of successfully detected points.

The facial feature points detection method proposed here is trained and tested on
the Korea Face database. For our study, we use 60 frontal samples with nature ex-
pression. The 60 images are divided into two groups. 20 images are used for training
and the 40 images are used for testing. To evaluate the performance of our system,
the located facial points was compared to the true point which is got manually. If
the distance between automatically detected point and the true point is less than 2
pixels, the detection is defined as a success. Table V.1 gives the results of 16 facial
feature points’ detection result based on Korea Face database. Table V.2 gives the

results of Pupils and nostrils detection results using the method introduced in [21].
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Figure V.2: Some usual mistakes appear during the experiments. The points 8, 15,
19 are missed in the left image and the points 14, 15, 16 are missed in the right

Table V.1: Experiment Results of Facial Feature Point Detection Based on Korea
Face Databa,

16 feature points detection results
Detected point Accurate Rate
1: left corner of left eyebrow 95%

2: right corner of left eyebrow 93%

3: left corner of right eyebrow 90%

4: right corner of right eyebrow 90%

5: left corner of the left eye 98%

6: right corner of the left eye 98%

7: top of the left eye 90%

8: bottom of the left eye 86%

9: left corner of the right eye 93%
10: right corner of the right eye 95%
11: top of the right eye 93%
12: bottom of the right eye 90%
13: left corner of mouth 93%
14: right corner of mouth 90%
15: top of the mouth 86%
16: bottom of the mouth 80%
Average accurate rate of first 16 points | 91.25%
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Table V.2: Pupils and Nostril Detection Results Using the Method Introduced in
[21]

Pupils and Nostril Detection

Detected point Accurate Rate
17: left pupil 98%

18: right pupil 98%

19: left nostril 92%

20: right nostril 90%

Average accurate rate of first 16 points | 94.5%
Average accurate rate of all points 92.87%

The accurate detection of pupils and nostrils is pretty crucial in the experiments. The
regions of interest(ROI) are defined based on the locations of pupils and nostrils. As
shown in Table V.2, the accurate rate is good. Sometimes, even though some mis-
takes appear in detecting the pupils and nostrils, the distance between the true point
and the detected point is not too far to affect the location of ROI. What is more,
the corner points are more easier to be detected while the bottom points like point
8 and point 16 are missed more frequently. This is because the characters of corner
points are obvious and stable. The feature points described in Table V.1 and Table

V.2 are shown in Figure V.1. Figure V.2 shows some general mistakes in experiments.
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C Experiment Results of Head Pose Recognition Based
on CUbiC FacePix(30) Database and Our Own Database

1 Normalization Based on Korean Face Database

Before training and testing, we normalize the figures as introduced here. We use
the two points as shown in Figure V.3. If we denote the left and right points a; and

ay respectively, the rotation angle is calculated as the equation (V.1):

9 — Y2 — U1 (V.1)
Tro9 — X1

where x1 and y; is the coordinate value of a; and xo and y is the coordinate value
of as. After cropping and rotation, a normalized image from Korean Face database

is given in Figure V.3. Secondly, extract the feature points information from ground

normalize

Figure V.3: A normalized image from Korean Face database.

truth data files which are contained in the database. This information is the co-
ordinate values of original images’ feature points. Thirdly, translate the original
coordinate values to the new coordinate. The translate formulas are different de-
pending on the value of 8. If  is larger than zero, the new coordinate values can be

34



calculated as in equation (V.2) and equation (V.3):

T O O
new — ———F—— —_ . _ . si _ 2
x cos () +(y—=z tan(180)) Sm(lSO) (V.2)
Y or . Or
new = ——— + (640 — tan (+=))) - sin (1 .
Y 005(1980) + (640 — (x + y an(lSO))) Sln(180) (V.3)

If the 6 is less than zero, the newo coordinate values should be calculated as in

equation (V.4) and equation (V.5):

T s s
new — 4 - . — - 8i — 4
x cos(\fg(') ) + (480 — (y+ x tan(|180 ))) Sln(\180 ) (V.4)
Y O . O
new = ——— —y-tan (|—=|)) - — .
e = ol o=t ) sl (v.5)

At last, separate the feature points into different groups: eyebrow, eye, nose and

mouth.

After training the Bayesian Network, the next step is to evaluate this network

using different database. When evaluating, we choose three other different databases.

2 Experiment Results

Figure V.4 shows some examples from CUbiC FacePix(30) database. We evaluate
pose recognition of our system on this database. Firstly, 45 images are picked from
database randomly. These 45 images include 6 different angles: right turn (15°, 30°,
45°) and left turn (15°, 30°, 45°). In these images, the pose with 15° and 30° angles
belong to the same cluster. The pose with 45° is classified to another cluster. Table
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Figure V.4: An example of the test data from CUbiC FacePix(30) database [27], [28]
we used in Bayesian Network. The first row is left—turn pose (45°). The second row
is right—turn pose (45°).

V.3 gives the result of all kinds of pose recognition.

The accurate rate for left-turn 15° images is lower than the others. Usually, these
images may be misclassified to the frontal images. As shown in Figure V.5, some
misclassified images are given. The first image is left-turn (15°) and the right image
is frontal. In our experiments, the left image is misclassified to frontal image.

We also give the conclusion from the experiments that not all the feature points
are useful for the pose recognition. The feature points from pose-invariable com-
ponents are more informative while the feature points from components like mouth

will even decrease the accurate rate. That is because their shapes deform easily and
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Table V.3: Pose Recognition with Five Levels

Pose Recognition

Pose The group this pose belong to | Accurate Rate
Right(15°) right 100%
Right(30°) right 100%
Right(45°) more-right 100%

Left(15°) left 93%
Loft(30°) left 100%
Left(45°) more-left 100%
Images from video uncertained 95%

Figure V.5: Misclassified images
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Table V.4: Pose Recognition with Node Mouth and without Node Mouth
Pose | Without node ‘'mouth’ | With node 'mouth’
Right 100% 86%
Left 97% 67%

obviously. When applying the evidence to the network, we can ignore the feature
points from mouth and the accurate will increase. Table V.4 compares the accurate
rate with and without the node ‘'mouth’.

After evaluating the network based on CUbiC FacePix(30) database, we generate
a small database ourselves. This database is extracted from some short videos in
order to evaluate the pose recognition accurate rate in spontaneous situation. The

result can be found in the last row of Table V.3.

D Experiment Results of Expression Recognition Based
on FEED Database

In order to evaluate the expression recognition of our system, we use the FEED

Database [35]. We use the images with happy expressions as shown in Figure V.6.

Figure V.6: The images with happy expression from FEED Database [35].
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Table V.5: Smile Recognition Based on the FEED Database
Smile recognition
Expression Smile(front)
Accurate Rate 100%

The experiment result based on FEED Database is shown in Table V.5.

E Experiment Results of DBNs

We will give the results of pose recognition, smile recognition and surprise recog-
nition separately here. For each recognition, we define some simple action elements

as shown in Table V.6, V.7, V.8.

We choose 50 persons from Korea Face database for training the DBNs. Each
person’s images contain variety of head poses. We use other 30 persons to test the
head pose recognition. Table V.6 also gives the results of recognizing these four ac-

tions.

For evaluating the smile recognition, we apply the FEED Database which has
introduced previously. We choose 30 persons to train the DBNs and 20 persons to
test. The results are shown in Table V.7 too.

For surprise recognition, we apply the JAFFE database. Some examples are
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Table V.6: The Definition of Action Elements

T=t—1|T=t| The name of action elements | Accurate rate
left left keep left 92%
left right turn right 94%
right right keep right 100%
right left turn left 92%

Table V.7: The Definition of Smile Actions

T=t—1| T =1t | The name of action elements | Accurate rate
smile smile keep smile 5%
smile normal finish smile 90%
normal smile smile 95%
normal | normal keep normal 90%

definition and the accurate rate of these motions.

shown in Figure.V.7. We define four kinds of basic motions too. TableV.8 shows the

Other Work

The method we proposed here takes the different head poses and expressions
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Figure V.7: Some examples with surprise expression from JAFFE database.

F Experiment Results Analysis and Comparisons with

as different feature points’ distributions. There are some conditions for using this




Table V.8: The Definition of Surprise Actions

T=t—1| T=t | The name of action elements | Accurate rate
normal | surprise surprise 80%
surprise | surprise keep surprise 86%
surprise | normal finish surprise 80%
normal normal keep normal 5%

method. Firstly, the poses and expressions must have clear and unique feature points’
distributions. Secondly, the distribution can reflect the main and universal charac-
ters of the poses and expressions we are going to recognize. A typical example is
the recognition of head poses. We pick 21 feature points from human face. For each
head poses, the distributions are clear and unique as shown in previous sections which
makes the recognition easy and fast. When come to the expressions, some posed ex-
pressions can be recognized by this method because their feature points distributions
are clear such as the smile recognition experiments. However, in real-life, sponta-
neous expressions appear frequently. Most of the spontaneous facial expressions are
activated without significant facial appearance changes, which means the amplitudes
of the spontaneous facial expressions are smaller than those of the posed facial ex-
pressions. For spontaneous expressions, more researches should be done about the
universal characters of these expressions.

Dimension decrease is always an important issue in Computer Vision. For BN
and DBN, this is especially important because when calculating the covariances in
BN and DBN, the dimension is the product of dimensions of the node and its parent

nodes. If the dimension of the feature is large, then after product, the dimension will
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Figure V.8: A graphical model to represent the causal relationships in [2]

increase dramatically and the speed of the system will decrease too. So we should
control the dimension of the features we choose. Here we choose 21 points as the

features.

In [2], BN method are applied here. The goal is to recognize the spontaneous
facial action. There are 28 feature points used here and the head pose are separated
into 3 groups while we use 21 points and separate the head pose into 5 groups. In
figure V.8, a graphical model in [2] is shown. The gray nodes is the observations.
We can find that the state of head pose has already been got by other methods and
BN just is used as the last judging tool. In this case, the dimension in BN will be
much smaller. Our proposed method applies the BN directly without introducing

other recognition methods and get the same results in head pose recognition.
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Section VI

Conclusions and Future Work

In this paper, we propose a whole system for facial actions recognition. For
feature detection, we propose a fully automatically facial feature points detection
method using local Gabor filter bank and PCA. The experiment results have sug-
gested several conclusions. Firstly, local Gabor filter bank outperforms global Gabor
filter bank by reducing the dimension of features and obtaining same performance.
Secondly, PCA can significantly reduce the dimensionality of the feature with most
information kept. The PCA method can be affected by different illuminations. So
illumination normalization can improve the results too. Because the dimension of

the feature vector is reduced dramatically, the efficiency of the system is improved.

This automatically feature points detection system can be improved in several
ways: Firstly, we plan to improve the classifier part to get a better accurate rate.
What is more, we will perform the fully automatic feature points detection in the

case of expressions and poses exist.
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Secondly, we introduce the proposed BN and DBNs for facial actions recogni-
tion without 3D information. In BN, The different states of pose and expression are
presented by different distributions of feature points. Some researchers reconstruct
3 dimensional face from 2 dimensional images and then project the feature points
to a 2 dimensional plane. However, sometimes it is difficult to get 3D information.
Through these experiments, we find that 2 dimensional information can be applied
directly and the results are satisfied. Also from the experiments, we can find that not
all the feature points are effective for different kinds of facial actions recognition. For
example, for pose recognition, the feature points from mouth will decrease the result
but in expression recognition, feature points from mouth contain a lot of information
and become very important. So we can consider to separate many feature points into

different groups and for each kind of facial actions, apply the most effective one.

Extending the BN into DBNs, a set of action elements are defined and recognized
in experiments. These actions recognized here are defined between two adjacent time
slices. In practice, some actions can appear instantaneously and disappear suddenly.
In order to catch these actions, the interval between two time slices must be tiny.
This requires a very fast feature tracking system. What is more, in order to guaran-

tee the performance, more other features should be added.
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Future research directions are realtime face tracking and more other kinds of
facial actions recognition. Finally, we want to realize the realtime communication

between human and computer.
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