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T3¢ Yol ofFrh
It's darkest underneath the lamp stand.
Meaning: What you seek could be closer than yaukthi

- A famous Korean Proverb

ABSTRACT

Development and Application of Looking Forward Schduling
Algorithm in Shipbuilding Management

Ranjan Varghes
Advisor: Professor Duck Young Yoon
Department of Naval Arch.& Ocean Engg.
Graduate School of Chosun University

The purpose of the dissertation was two fold:

1. To implement and test the method of looking forwaaheduling algorithm (LFSA,
hereafter) in a practical context; and as a resutsting and implementation.

2. Extend the algorithm into spatial arrangement gwband making relevant comparisons
with the existing methodologies such as genetiorihyms.

The methodology for the study was our own indigeshodeveloped LFSA. This was used to assist
in the analysis and providing a solution to thetlboeck-forming situation between pre-erection
area (PEA) and dock for the application at the Dme8hipbuilding and Marine Engineering
Company. In the course of the design and testirtig tlie real time block erection network and the
related data several questions came up; some tielch bearing on the applicability of LFSA and
others did not. In order or to defend our claim amanpetence of the algorithm a computer
program in the VC++ platform is developed to perf@xtensive tests. The issues were theoretical
in nature and we have addressed them in this théiger. They are:



i) Expanding the Scope of Usage of LFSA
i) Analyzing the sensitivity and effects of LFSA orettleveloped schedules under

various test conditions

A brief discussion of each topic is as follows.

Looking Forward Scheduling Algorithm

In the shipbuilding industry various problems ofection are merged due to formation of
bottlenecks in the block erection flow pattern. Tineblem gets accumulated in real-time erection
at the PE area. When such a problem is encount@magyport data of the entire erection sequence
should be available. Here planning is done by magoabout the future events in order to verify
the existence of a reasonable series of openingedomplish a goal. This technique helps in
achieving benefits like handling search compligaion resolving goal conflicts and anticipation
of bottleneck formation well in advance so as tketaecessary countermeasures and boosts the
decision support system. The data is being evaluatel an anticipatory function is quite relevant
in day-to-day planning operation. The system upldigabase with rearrangement of off-critical
blocks in the erection sequence diagram. As atresslich a system, planners can foresee months
ahead and can effectively make decisions regaitti@gontrol of loads on the man, machine and
work flow path. Such a forecasting efficiency helps in eliminating conventionally used
backtracking related techniques. A computer progi@npdate the database of block arrangement

pattern based on this heuristic formulation is @enied and its competence is argued.

Spatial Scheduling

A genetic algorithm (GA) is a search algorithm By fhat attempts to emulate the evolutionary
mechanism of natural biological systems where @&t hene is selected for the next generation (i.e.
the survival of the fittest). In the optimizatigmoblems, GA approach has been successful for
generating global solutions for which traditionebech techniques have not been effective and to
build robust search strategy, GAs employs ‘evohdiy mechanism’ as described using (Fig. A).
There are many severe constraint conditions irsktygyard. The primary attention in this paper is
focused is into the problem domain, which is lirdite the pre-erection area. A pre- erection area is
defined as the area which is adjacent to the dodkstad over which the giant goliath crane runs

and this area is used to place the grand blocksethoe ready for the erection of the ship in the



dock. The addressed major constraints become atrooasproblem for the schedulers in the
shipyard namely, space based and time based.
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Fig. A. The general structure of genetic algorithms

A team of many schedulers using their personal rtispeusing a computer graphic program

without any intelligent or decisional support haslthe space situation. Here various pre-defined
geometrical shapes are being matched manuallyeingthphical interface of the program. This

takes a lot of manipulation and manpower as thizichall cases had to be studied. The time factor
is dealt with the conventional erection sequenegrdim where there exist a lot of uncertainties
since in this portion only the blocks on the cdtipath have a fixed date of erection otherwise the
remaining blocks remain uncertain. This again isdied by a team of planners to resolve using
their expertise and still poses a very tediousretin the part of the schedulers.
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CHAPTER 1

INTRODUCTION

1.1 Problem

Ship construction represents one of the more algitg planning problems in industry today.
Examining alternative build strategies costs tinmel anoney. Design build teams can only
afford to try a small number of strategies usingtixg software tools. The result is higher than
necessary construction costs.

1.2 Business Case

Ship Production Planning Community is developingheav methodology for solving ship
construction problems, based on a new, highly efficia@lgorithm invented by Industrial
Planning Technology researchers. The technologisstath a 3D product model from a CAD
system and automatically determines the lowest sidsdlivision and assembly strategy, where
to place seams and joints, and how to assemble the ship. Téfesbare numerous:

1) A reduced construction cost through optimum use of aateghfacilities,
2) Rapid plan/redesign for new or upgraded manufactuaicitities,

3) Accurate cost and time estimates,

4) Reduced time and cost of planning,

5) Reduced time to delivery.

6) Forecast the peak load situation and bottleneck causiugnstances.

A design for a commercial software product usinig tlechnology has been developed and
successfully prototyped.

1.3 Implementation

When commercial interests are received in thisishesis technique is expected to be full-
fledged commercial ship production software, paclage a plug-in software engine, which
will interface to existing CAD/ CAM, scheduling and ERP eyss$.

1.4 World Shipbuilding Faces Over-Capacity

A meeting of the OECD 2005’s Council Working Paoly Shipbuilding has found that the
world shipbuilding industry is in crisis, with priegplummeting and future demand likely to
remain weak for some years. Over-capacity in thphshiding industry is expected to grow

reflecting increased productivity, new facilitiesdathe conversion of naval shipyards to
commercial production. The growing participatiorshiipbuilding by emerging nations such as
China is adding to the market imbalance. The megiagicipants agreed on the need for
urgent action to improve market transparency thinoimgproved information and analysis of
supply and demand. They also agreed on the needhi@nee participation of shipbuilding



countries that are not currently members of theRigrParty, including OECD members such
as Australia and Turkey and non- OECD countrieh aag China, Croatia, India, Brazil and
Chinese Taipei.

The purpose of the dissertation was two fold:

1. To implement and test the method of looking forwacheduling algorithm (LFSA,
hereafter) in a practical context; and as a result of teatidgmplementation.

2. Extend the algorithm into spatial arrangement mobhnd making relevant comparisons
with the existing methodologies such as genetic algorithms

The methodology for the study was our own indigeshpdeveloped LFSA. This was used to
assist in the analysis and providing a solutiothtbottleneck-forming situation between pre-
erection area (PEA) and dock for the applicatiorthet Daewoo Shipbuilding and Marine
Engineering Company. In the course of the designtestthg with the real time block erection
network and the related data several questions agmesome had a direct bearing on the
applicability of LFSA and others did not. In orderto defend our claim and competence of the
algorithm a computer program in the VC++ platfosrdeveloped to perform extensive tests.
The issues were theoretical in nature and we have addrassedhtthis dissertation. They are:

i) Expanding the Scope of Usage of LFSA
ii) Analyzing the sensitivity and effects of LFSA ahe developed schedules under
various test conditions

A brief discussion of each topic is as follows.

1.5 Looking Forward Scheduling Algorithm (LFSA)

In the shipbuilding industry various problems ota@fon are merged due to formation of
bottlenecks in the block erection flow pattern. Tgreblem gets accumulated in real-time
erection at the PE area. When such a problem isuete@d, a support data of the entire
erection sequence should be available. Here plansimpne by reasoning about the future
events in order to verify the existence of a reabtnseries of openings to accomplish a goal.
This technique helps in achieving benefits likedieny search complications, in resolving goal
conflicts and anticipation of bottleneck formatiorell in advance so as to take necessary
countermeasures and boosts the decision suppaensy$he data is being evaluated and an
anticipatory function is quite relevant in day-taydplanning operation. The system updates
database with rearrangement of off-critical blotkghe erection sequence diagram. As a result
of such a system, planners can foresee months anm&hdan effectively make decisions
regarding the control of loads on the man, machim aork flow path. Such a forecasting
efficiency helps us in eliminating conventionallged backtracking related techniques. A
computer program to update the database of blaekgement pattern based on this heuristic
formulation is performed and its competence is argued.

1.6 Spatial Scheduling

A genetic algorithm (GA) is a search algorithm By that attempts to emulate the evolutionary
mechanism of natural biological systems where te gene is selected for the next generation



(i.e. the survival of the fittest). In the optimizatiproblems, GA approach has been successful
for generating global solutions for which traditrsearch techniques have not been effective
and to build robust search strategy, GAs employsltgiwnary mechanism’ as described using
(fig.1).

There are many severe constraint conditions irstiiigyard. The primary attention in this paper
is focused is into the problem domain which is fedito the pre-erection area. A pre- erection
area is defined as the area which is adjacenteadtitkyard and over which the giant goliath
crane runs and this area is used to place the dplankls those are ready for the erection of the
ship in the dock. The addressed major constraint®rbe a monstrous problem for the
schedulers in the shipyard namely, space based and time based

Initialisation
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Fig. 1. The general structure of genetic algorithms

The space situation is handled by a team of mahgdiders using their personal expertise
using a computer graphic program without any iigelit or decisional support. Here various
pre-defined geometrical shapes are being matcheulalig in the graphical interface of the
program. This takes a lot of manipulation and margyoms the individual cases had to be
studied. The time factor is dealt with the convemdloerection sequence diagram where there
exist a lot of uncertainties since in this portamly the blocks on the critical path have a fixed
date of erection otherwise the remaining blocksaianuncertain. This again is handled by a
team of planners to resolve using their expertigksill poses a very tedious effort on the part
of the schedulers.



1.7 Overview of Shipbuilding Process

The shipbuilding process starting from order tawéey can be divided into design stage and
manufacturing stage. Design stage can be furth@ethinto contract design performed for the

negotiation with ship owner, basic design to meetrtdguirements of ship owner, and detailed
design performed in functional aspect. On the offaerd, manufacturing process includes pre-
processing, fabrication, assembly, precedence omgfjtipainting, precedence block erection,
block erection, outfitting, etc, and these processesiroin very complex pattern over a long

period of time. Figure 1-2 shows the flow of each processapasing shipbuilding process.

Machinery ||  Unit
Receiving Assembly

|

Pipe . Pipe ~ On-Block
Receiving Fabrication Qutfitting

Detail Design = Fabzignon:’ As::fblyza Ag;mw:a Painting =) Er:;'on = Erection
i fi |
Basic Design Prozer:-sing Launching
I I
Concept Design ?mm
I l
Preliminary Design <:§ ::;Zfr’:“me;; Delivery <:°§e;fi‘a“l’“

Fig. 2 Flow of Shipbuilding Process

Because of above reasons, building prototype fofieation of product validity and quality
assurance is practically impossible in the sensmafufacturing cost and time. Therefore, in
order to increase efficiency in shipbuilding, egtran of detailed design and manufacturing
information is required, and such information ne¢olsbe exchanged and integrated with
simulation-based manufacturing technology.

These shipbuilding processes are different fronemthpical manufacturing processes in the
following characteristics:

- Ship type and form is very diverse and it isidift to standardize since the design process is
done according to the user's requests.



- Material procurement and manufacturing begins enttie design stage is not complete, so
engineering changes and materials replacement are edpechanufacturing stage.

- Shipbuilding is labor intensive industry thawéxy difficult to mechanize and automate, so a
lot of qualitative information are processed.

- While materials are big and heavy, required acgugahbigh and structure is complex, so it is

difficult to standardize manufacturing process.

- Ships with different specification are built &etsame time, and a lot of information is

required for management of each ships.

1.8 Motivation and Objectives

Today, most shipyards apply shipbuilding block regmients/building resources planning
systems for medium-term production planning. Thegstesms focus on the block flow aspect
of production, and assume that the ships can béibgilwith fixed lead times. Hence, they
completely disregard the actual load on productapacities. No wonder that in an age
characterized by market fluctuations and Chinesginess pull experienced in the Korea
shipyards there is a serious research thrust isetgenerated that the plans for smoother
production flow by intelligent automation and inasing the capacities of already optimally
running yards, in order to retain in its global n&rlshare in the shipbuilding business.
Recently, several approaches have been suggestedupbe the capacity and block flow
oriented aspects of production planning. A commceratteristic of these models is that they
apply a high-level description of the productiotivaties and their complex interdependencies,
which has to be encoded manually, by large groljuafan experts. The high-level formalism
does not always reflect the context of the undeghyprocesses, and even these methods cannot
guarantee that the production plans can be unfolledexecutable detailed schedules.
Furthermore, the results depend largely on the @erfty and the mindfulness of the human
modeler.

Our objective was to find a novel, aggregate fortntaof the production planning problem
which ensures that the generated plans can beedefitto feasible detailed schedules. The
representation of the planning problem should beegeed automatically, from data readily
available in de facto standard production databaSé® current industrial practice in
production scheduling is also dominated by heariapproaches, such as priority rule-based
schedulers. In spite of this, well-known formal meth@re available to describe what makes a
schedule feasible, and also to optimize the schealtderding to various criteria. The most
promising branch of these methods, constraint baskdduling emerged in the early eighties
[BLNO1]. It offers a rich and straightforward repeesation to model even the finest details of
the scheduling problem. However, the solution of Wast instances of the resulting NP
complete combinatorial optimization problems challermgegently known algorithms [Wal96].
For short-term detailed scheduling, we decidedHerdpplication of the LFSA. The objective
of our research was to improve the efficiency @& turrently known solution techniques, by
the exploitation of typical block load of the PreeEtion Area. For this purpose, LFSA was
applied for the consistency in preserving the dependencies of the shipbuilding blocks.
During this research, concentration was laid emghasisolving real problems that arise in the
industry. This research hence developed a pilogiated production planner and scheduler
software, and used this system to test our algositom real-life planning and scheduling
problems, originating from DSME.



1.9 Dissertation Organization

The Thesis is divided into Seven Chapters:
Chapter 1: Introduction

The introduction part of this Thesis consists oééhchapters. Chapter 1 (this chapter) gives an
introduction to the Thesis. It includes an introdluttto the subject of interest such as ship
production activities usually dealt in the shipyaaddescription of the goals for the Thesis and
this description of the Thesis structure and the@gch made. It also gives a description of the
background for the Thesis. In this chapter a desonpof the shipyard participating in the
project is included. The research goals defineddiifdneck cause and the research performed
to quench the same are described and discusseddiBhisssion serves as a basis for later
analyses, where elaborations of the research aspéhtsegard to the case projects are done.
To describe the research context in which thisgmtopperates the motivations, objectives and
the purpose of the whole research program is ieclud@his chapter gives an overview of the
most important references to the looking-forwardoathm development with particular
emphasis on the engineering background. It is myefoehat the shipyard production
knowledge and certain mathematical concepts of dgaiion theory is necessary to understand
in some extend before real progress can be made by the readers

Chapter 2: Background and Related Work

To substantiate the research in this direction layious industrial engineers, shipyard
production engineers and scientists, intense sémgleen done to understand and the find the
suitable room for modification and argue the corapeé of this contribution towards the
scientific ship production community. This kind dfisjification helps the users of the
techniques presented here to brainstorm and analyzednbyaring the previous researches.

The vision is described in a paper by (Jacob dbatlXhis is mostly a description of the wishes
for the future together with a conceptual model fioe system". It is my belief that this
description needs to be enhanced in various waysirgt the vision needs to be described
more detailed from the conceptual viewpoint. Sectimel vision can not stand alone but needs
to be understood in context of the surrounding remvhent. In this case this means an
understanding of the organization in which the gesnare to be applied. The organization
should be understood as a broad term includinglivision of labor, the IT-tools at use, the
process of design and construction, the planningga®etc. This part of the Thesis describes
basis from which this work took the ground.

Chapter 3: Design Looking Forward Scheduling Algorithm

The fuelling of the Looking Forward Scheduling Atgbm (LFSA) vision can not be done

without an understanding of the implications ofTihese implications range a large number of
issues: general considerations regarding the emwient in which the LFSA approach is

operating, what is the development strategy to uséhé LFSA context, what the overall

implications of the LFSA vision are and how thesgplications of the vision should be

manifested with regard to the type of systems rketieis broad number of implications in the

subject is discussed in the following chapters.



Chapter 4: Experimental Results to Prepare Fixed EreStbedule in the Shipyard

Two case projects are dealt here. The first casggiravas the development of a prototype
technique for the preparation of Erection Schedutbe Shipyard. The prototype is working at
the time of writing and is subject to evaluationthg partners (DSME and other Shipyards).
The second case project is also a prototype expatiand the subject of this is a tool to help
the planning of the assembly sequence of grandk$locthe dry dock. More specifically the

designed algorithm in Chapter 3 is extended tosibetial arrangement problem in the Pre-
Erection Area by analyzing the load and the forecastettsesu

Chapter 5: Interpretation of the results

When various shipyard block data is being testesl pttogram delivers a variety of results. It

has to be interpreted and used in a well usabldigolthat in turn helps scheduler and planners
in the shipyard to take appropriate decisions alidg with the problem. This chapter therefore

discusses and evaluates the various results obtainedsadtatehapter 4.

Chapter 6: Application into spatial scheduling for bloniaagement problem in the PE- Area.
This is the second part of the research which téssLFSA technique into the spatial
arrangement problems occurring due to the probleseg by limited spatial constraints in the
Pre-Erection Area of the shipyard.

Chapter 7: Conclusions and Future Work

This part summarizes the conclusions and lessarsdd during the project period and the
thesis writing. As the LFSA project still is ongoiagd number of suggestions regarding future
work is to be sought and suggested.

Appendix

People not trained in shipbuilding, mathematicalrafien of optimization, genetic algorithm

and decision theories should be able to underdtandrhesis; therefore a terminology list is
included as an appendix for reference. Also included i$ aflthe used abbreviations.



CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Introduction

The theoretical development of this dissertatiomnspa number of disciplines and it extends
across area of Computer based simulations, algoriflerrelopment, Optimization theory,

various shipbuilding management operations, packingblems and industrial scheduling

concepts.

2.2 Erection Network Problem

2.2.1 Ship Product M odeling
R. I. Whitfield, A. H. B. Duffy, J. Meehan, and Z. Wu
Journal of Ship Production, Vol. 19, No. 4, November 20032pp—245)

This paper is a fundamental review of ship prodwctdeling techniques with a focus on
determining the state of the art, to identify angrstomings and propose future directions. The
review addresses ship product data representatipragjuct modeling techniques and
integration issues, and life phase issues. The nigsffisant development has been the
construction of the ship Standard for the ExchanfeProduct Data (STEP) application
protocols. However, difficulty has been observed wibpect to the general uptake of the
standards, in particular with the application to aeg systems, often resulting in
embellishments to the standards and limiting thiétato further exchange the product data.
The EXPRESS modeling language is increasingly beuperseded by the extensible mark-up
language (XML) as a method to map the STEP datatalits wider support throughout the
information technology industry and its more obwa@iructure and hierarchy. The associated
XML files are, however, larger than those producedgithe EXPRESS language and make
further demands on the already considerable storageired for the ship product model.
Seamless integration between legacy applicatiopgap to be difficult to achieve using the
current technologies, which often rely on manuatrattion for the translation of files. The
paper concludes with a discussion of future dioaxdithat aim to either solve or alleviate these
issues.

2.2.2 Agent-Based Modeling and Control of Marine Supply Chains

(J. A. Sauter, H. V. D. Parunak, and S. Brueckner)
Journal of Ship Production, Vol. 17, No. 4, November 20012p§-225

Much of the cost and timing of ship production i&iaction of the efficiency and performance
of the supply chain. Supply chains are networks arpaerations involving multiple human
agents in connected but disparate processes. Canggeént based systems provide a natural
mechanism to reflect real world human agent-bagetésis. Some ways that computer agent-

8



based systems can assist and supplant human-based imegiact decision making in a supply

chain without the need for unwieldy centralized top-down management scheme were
investigated. The SNAP agent-based supply chain lingdand analysis tool has been used to
identify and correct pathological dynamics in sypphains. These nonintuitive behaviors
result from standard practices common in the shiligiog industry and are observed in simple
and complex supply networks. The Agent Network fask Scheduling (ANTS) architecture

uses large populations of simple agents to schazpédeations both within a factory and across
a supply chain. We describe a new mechanism calest commitment scheduling that defers
decisions on process sequences until the lasthpessioment. A Density-based Emergent
Scheduling Kernel (DESK) uses probabilistic comediticapacity profiles of resources over
time to provide a novel costing mechanism by whagents can choose efficient yet flexible
schedules.

2.2.3 Modeling and Solving the Spatial Block Scheduling Problem in
Shipbuilding Company

(Computersind. Engng Vol. 30, No. 3, pp. 357-364, 1996 )

Much of the past success of the Korean shipbuildidgstry in the international market can be
attributed to cheap labor. However, as the economwgrthe labor cost has been increasing
steadily, which can erode the competitiveness ofstiipbuilding industry. The shipbuilding
companies in Korea have traditionally focused daigihg economies of scale to maintain
competitiveness and have paid little attentionhi® productivity of their yards. However, the
changing environment is forcing them to achievehhigoductivity so that they can remain
competitive. Efficient planning and control is vital achieving high productivity. However,
planning and control of the shipyard is a very choaped task because of the vast scope of the
problem and the complexities of the problems ingdhin the decision-making. The manual
planning and control system, which has been usedh&dsa limited effect in the shipyard
because of the unrealistic and untimely work ordérgives. It results in work delays,
accumulation of work-in-processes, etc. The mangsiba also cannot respond quickly to the
changing conditions since it takes a long timeina fa schedule manually. As a means to
handle these problems, many shipbuilding companesiaveloping their own computerized
planning and control systems [1]. In this article, present an algorithm for the spatial block-
scheduling problem, which arises in a shipyard in Korea.

2.2.4 Development of Repeatable Interim Products Utilizing the Common
Generic Block Concept

(Journal of Ship Production, Vol. 18, No. 4, NoveanB002, pp. 195-202)

Productive shipbuilders provide customized or miaderder products to customers. To date,
most of these “world class” companies have sucakégedeveloping a series of repeatable
type blocks, which may be chosen and combined tm fmroducts that respond to customer
needs. Type blocks have been developed as a résoiftgpexperience in customizing ships to
specific needs, while maintaining a repeatable bstildtegy. These are, therefore, empirically
based. This paper reports on the early stages & t@atevelop a theory and methodology for
developing type blocks for shipyards that do natemntly have them in place and/or lack the
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historical base from which to extract common blockise concept, called Common Generic
Block, builds these using the principles of massarugzation, a block complexity matrix,
grouping using clustering techniques based on mtamu attributes, and applying a threshold
value as a stopping criterion for the clusteringisTdaper describes the general framework of
the approach and provides details on the block t®xtp matrix, used for determining the
relative similarity of products to be included in a prodaatily.

2.2.5 Design and Implementation of a Multi-Use Manipulator System to
I mprove Shipyard Manufacturing Processes

(Don Sofge, Lynn Vogel, Yuchi Huang, and John Wentz )
Journal of Ship Production, Vol. 17, No. 3, August 2001, pp-134

Under a NAVSEA initiative to improve manufacturitechnologies in Navy shipyards, we are
developing a modular robotic manipulator systent thay be adapted to a variety of different
work environments and tasks. For this effort it wasessary to examine a variety of different
deployment strategies to get the robotic manipulsystem into the required work areas. Also,
the environmental conditions present in a typicalviN shipyard blast or paint facility add
additional challenges to the design process, sirfegetar crucial to the success of the robotic
manipulator system is the reliability of the systener a long operating life. The keys to
successful deployment of the Multi-Use ManufactyrManipulator System (MUMMS) into
shipyards are demonstrating that introduction dé thew technology actually improves
shipyard productivity and lowers costs. Other adwges are improved safety due to less
worker exposure to hazardous environmental comditiand physically demanding work
situations. The justification for deployment of thestem must be made on a case-by-case basis
for each shipyard, with realistic examination of remt production costs and realistic
expectations about the return on investment wiik ttew technology. Given this crucial
analysis, justification in capital expenditures for the testhinology can be easily made.

2.2.6 Optimization of Block Erection Using a Genetic Algorithm

(Yasuhisa Okumoto)

Kinki University, Faculty of Engineering, 1 Takayaumenobe, Higashihiroshima, 739-2116
Japan

Journal of Ship Production, Vol. 18, No. 2, May 2002, pp. 118-11

Block erection is a very important and demandinig) sk shipbuilding quality control as well
as in productivity improvement. Though this workthé present time depends on skilled
workers in the yards, these workers eventually becold and retire, and then the training of
their successors, or other countermeasures, wiltgeired. Recently, CAD and CIM systems
have been applied widely, and also efficient measand technology has been developed in
the shipyard; thus it has become possible to appsjtional control at the erection stage by
computer simulation. This paper presents a commiteulation method to place a block,
which has dimensional errors, in a suitable posiisresigned using a genetic algorithm (GA).
A pilot program using a personal computer has bdeveloped and applied to a typical
hexahedron block. The simulation results showed gagpéement in achieving the optimum
position.
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2.2.7 Resour ce-Constrained Shop-L evel Scheduling in a Shipyard

V. Rajendra Prasad,* Mike Graul,* Perakath BenjamiRdtrick D. Cahill, ¥ and Richard
Mayer*
Journal of Ship Production, Vol. 19, No. 2, May 2003, pp. 65-75

Ship production planning and scheduling at higbgels do not explicitly consider scheduling
details at the level of individual workshops. Howewe schedule of major events in ship
production is collectively influenced by the actusthop-level, short-interval production
schedules, which depend on resource and materidalaility and also on the due dates and
priorities of the workloads. This necessitates dgwalent of robust, resource-constrained,
shop-level scheduling systems that can supportehilvel schedules in ship production.
WorkShip (Knowledge Based Systems, Inc., College @tatlX) is a software tool for
scheduling workload over short, regular intervalswiarkshops of a shipyard. A powerful
scheduling engine that is based on a generic mddekource-constrained job-shop scheduling
and an efficient scheduling technique drives it.ilBimscheduling systems are being developed
in other shops so that all systems can be usexhdem to support higher-level scheduling and
help achieve optimal productivity for the shipyard.

2.3 Spatial Arrangement Problem

In the steel industry problems frequently occur whiee need to stamp polygonal figures from
a rectangular board arises. The aim is to maxinfizeuse of the contiguous remainder of the
board. Similar problems exist in the textile indystvhen clothes are cut out of a rectangular
piece of material. In order to solve these probldetsus consider the following simpler
approach. Given a finite number of rectanglgs = 1,..., n, and a rectangular board, an
orthogonal packing pattern requires by definition a disjunctive placement lué rectangles on
the board in such a way that the edgesicdre parallel to the x- and y-axes, respectively. The
computation of the orthogonal packing pattern witmimal height is calledorthogonal
packing problem (OPP). Baker, Coffman and Rivest propose an heuffistithe orthogonal
packing problem; in addition they present an udgmemd for the height of the packing pattern
[2]. A recent survey on packing problems and thegpective heuristics is given in [3]. The
extension from rectangles to polygons can be medliz several ways. The first method places
the polygons directly on the board and then therélgn optimizes locally by means of shifts
and rotations [4]. A second approach places twhieet polygons in a cluster. The clusters are
then placed on the board [1]. In this article we asether approach, namely an evolutionary
algorithm. There are three main classes in this aggbr, each of which is independently
developed. The first class is calledolutionary programming (EP). L.J. Fogel, Owens, and
Walsh were the first to develop the EP-algorithBis D.B. Fogel has recently improved this
approach [6]. Rechenberg and Schwefel developecettund class. They called their approach
evolutionary strategies (ES) [7-11]. Finally, Holland developed the so-caliedetic algorithm
(GA) [12]. The genetic algorithm has been perfedigdde Jong [13] and Goldberg [9]. The
other references used for this work are from RetolRef 31.The paper is organized as follows.
It begins by explaining the problem and its comjplexXn the next section the data structure
and its transformation into a packing pattern agecdbed. Section 4 provides the genetic
algorithm in combination with a deterministic aliglom, and numerical examples are presented.
In Section 5 two approaches for the extension iggoms are proposed. The straightforward
extension applies the genetic algorithm directlyht® polygons. This method results, however,
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in a rather long computing time. An alternative s tmethod is the application of the genetic
algorithm to rectangles in which the polygons ambedded; subsequently, the use of a
deterministic shrinking step moves the polygons closeadb ether.

2.3.1 A Spatial Scheduling System and its Application to Shipbuilding: DAS-
CURVE

Kyoung Jun Lee and Jae Kyu Lee
Expert Systems with Applications, Vol. 10, No. 3/4, pp. 311 ;3226

The automation of spatial scheduling--which hasnbaemajor bottleneck technology in the
scheduling of shipbuilding-- holds the key to swscef the scheduling expert system project
for shipbuilding and the like. The system DAS-CURW&s been installed at the shipyard of
Daewoo Heavy Industries Ltd for several years. & haen enthusiastically accepted by the
field schedulers, and continues to operate sucdbsdfiigh-level managers utilize this system
to simulate load and overtime requirements for the plarimimgon in advance. The benefits of
DAS-CURVE are not only in schedulingr se, but also in the identification of bottlenecks in
advance so that they can be rectified. Field workélize the system to visualize future work
and prepare in advance. Figure 23 is the typical outputrsofd2AS-CURVE that displays the
feasible dynamic layout of a work plate for workeFge limitation of current research is the
same as the assumption we made at the beginninisopaper: two-dimensional convex
polygonal objects and finite orientations. Althoubh assumptions are quite acceptable for the
shipbuilding domain, they may have to be relaxedtirer domains. For such generalizations,
there are many issues to be investigated. The bgatiaduling system seems applicable for
many domains, such as shipbuilding, airplane assesflags, construction, warehouses, retail
stores and delivery container scheduling.

2.3.2 A spatial scheduling application at the block paint shop in shipbuilding:
the HYPOS project;

Changkyu Park, Kuy-Hoon Chung, Ju-Chull Park, Kyu-Kab Che;Hwaun Baek and Eun-I|
Son

This contribution has illustrated a spatial schidulapplication at the block paint shop in

world’s biggest shipbuilding company namely HyunHaavy Industries, Ulsan, South Korea.
The block paint shop studied in this paper faceti difficulties in keeping the block due date,

improving the workspace utilization, and balancihg tvorkload among working teams. To

resolve these difficulties, the HYPOS project depebb the spatial scheduling algorithm

composed of strategy simulation, block schedulingglolarrangement, and block assignment.
The operations scheduling system developed by thMP®E project showed a good

performance in two experiments using real shipydath, which are (1) the investigation of
how much improvement of space utilization the HYP&®&ieved over an existing study and
(2) the comparison of the block operations schedjdaerated by the system with that
generated by the operator who had a long-periockreeqce. The system has been being
operated successfully at the block paint shop in HyurAdavy Industries since May 2000.

2.3.3 Developing scheduling systems for Daewoo Shipbuilding: DAS project

Jae Kyu Lee, Kyoung Jun Lee, Hung Kook Park, June Seok,Hdang Seung Lee,
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According to this experience of developing largelsscheduling systems, the key ingredients
of the system are managerial insight on schedulttiyities and effective heuristics, research
capability on constraint-directed graph search spatial scheduling, acquaintance with the
frame and rule based expert system developmentogmuent, integration with optimization
model, neural network based man-hours estimator, dagairement guiding but data-
dependent phased development strategy, and effaetitbmology transfer mechanism. It was
really the mixture of operations management, Aitfidntelligence and Expert Systems,
Operational Research, information technology, andrimgtional learning. This experience
tells us a lot about the gaps between academic cmitiss: OR and Al should better
understand each other for mutual benefit to sotwapex real world problems (Lee, 1990,
1996; Lee and Song, 1995).
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CHAPTER 3

DESIGN OF LOOKING FORWARD ALGORITHM

3.1 PRODUCTION PLANNING
3.1 Background and Master Schedule

Any manufacturing process, particular one so comgalexshipbuilding, has to be planned
carefully. Men, material, machinery (and money) mstbordinated and controlled at every
successive stage of production in offices, steelvebiks and outfit areas. Hence an integrated
planning system is essential for efficient managemeéhe degree of sophistication will vary
depending upon the size of the yard, the numbertgmes of vessels being built, customer
requirements (eg. MOD or RN contracts), etc.

Before production planning can take place in detaillong term perspective needs to be
established. The planning of all contracts to bédt lamd those under production needs to be
based upon a long range schedule describing tiénlpshe utilization of the shops’ and berth
facilities. This schedule, often known as the masigsbuilding schedule, determines to a large
extent the success of other schedules which mustebiged from it. The schedule usually
presents the construction time of each ship) determinegntianally from a rough analysis of
past ships or similar type) in bar chart form.

An erection schedule for 6-9 months is made fohestip according to the master schedule.
On the basis of the erection schedule, other pramucstage plans can be analyzed
sequentially. The hierarchical approach to planmimgst be conducted carefully as not all
stages are dependent on berth schedule and somsespban be regarded as secondarily
dependent on others. For example, the lead timedreegfor major machinery items may
mean a change of launch date. The erection schédulgually presented in bar-chart form.
However, it is converted into a network layout (Seetion 13.2) to form the basis of an overall
plan for the vessel and shipyard.

3.2 Detailed Planning — Network Analysis

The task of detailed planning can be summarizeoeasy to determine when, where and how
each operation should be done within the framewadrkhe master and erection schedules.
Before detailed scheduling can be started, howehership must be broken down into groups
of assemblies or operations with each group forming a c@vgpackage.

The following information needs to be known:

- Definition of complete operation

- Breakdown of operation into elements

- Number of hours for each operation/trade
- Number of workmen required

- Man-hours for service trades
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- Material required for the operation
- Equipment required for the job.

The information contained in this list forms thesisaof planning and it is essential that these
figures should be kept as accurate as possibldlyideeh figures would be set by a process of
work measurement (see Chapter 10), but in pracsceisually a combination of work
measurement and existing (or historical) knowledge amdnretion.

Detailed construction schedules show where th&akibperations or bottlenecks are likely to
occur and also determine the critical path to @ejivOne of the most important techniques
used in detailed planning is network analysis.

3.3 Network Construction

A network, or arrow diagram, is a diagrammatic repnéstion of a project showing the
chronological order and inter-relationship of alleets and activities necessary for its
completion. In the most common representation, iddiai tasks (or activities) are shown as
arrows/links joining numbered events (or nodeshvatrowhead indicating the direction of
progress from start to finish of the event.

Definitions of some of the terms are set out belwent: usually denoted by a circle is a point
in time representing completing or one activity dhe commencement of another. A number
placed inside the circle identifies events anddhme pair of event numbers may not define
two activities. Activity: is a task with zero durati. There are two reasons for including them.
The first is concerned with representing precedeeletionships, which could not otherwise be
shown in the network. For example, consider the Wollg four tasks with precedence
constraints.

A followed by B, C B followed by D C followed by D llowed by — A network of the form
shown in Figure 3.1.1(a) is incorrect because ituaes the relationship ‘C precedes B’ —
which is not required. Instead a dummy task is beskto give the network in Figure 3.1.1(b).
The dummy task shown as the dashed arrow has ne régquirement’; it implies that C cannot
start until both A and C are complete but it does introduce the additional and incorrect
relationship between C and B of figure 3.1.1(a). Beeond reason for including dummy
activities is to eliminate ambiguities of notatiorasks are usually identified in networks by
their start and finish nodes. However, if two tablkse the same start and finish nodes, they
cannot be distinguished clearly.

For example, the four tasks:
A followed by B, C

B followed by D

C followed by D

D followed by —

Might be shown in the network in Figure 3.1.2(a), buthis representation it is not clear

whether the task (2, 3) refers to B or C. To restii® ambiguity a dummy activity is inserted

to give the network of Figure 3.1.2(b) or (c). Notattthe dummy is inserted before one of the
regular tasks. As noted earlier, the nodes or everdasnetwork as usually numbered, and the
individual tasks or activities are commonly reférte by their start and finish nodes. Thus a
link from node i to node j is referred to as task)( In this case i precedes j in the network,
written i — j. The duration of the task is represented jy d
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Consider, for example, the project with activitiesl @ssociated details as shown in Table 3.1
below.

Table 3.1 An Eight —Activity Project

Activity Preceded by Followed by Duration
A - B,C 1
B D.E 5
C E 4
D B F.G 3
E B,C F.G 6
F D.E H 10
G D.E H 4
H F.G 2

This can be drawn as a network diagram as shoviigimre 3.1.3. The dummy task (3, 4) is
necessary to show the precedence relationshipsebettasks B, C, D and E while dummy (5,
6) is introduced for notational reasons, to enabdné G to be distinguished. Task durations
are written below the links, except the dummy tasks, whick hexo duration by definition.
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Fig 3.1.1 Precedence Relationship for Dummy Task
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Fig 3.1.2 Correct use of Dummy Tasks

Fig 3.1.3 Network for Eight-Activity Project

Fig 3.1 Schematic Network Route Diagram
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3.4 Time Calculations

From the network diagram such as the one showiguré 13.3 the earliest and latest times at
which each event can take place without delayiegpttoject and without violating precedence
constraints. Let us try to understand the network evaluatathematically.

The ‘early time’ of event j, ETj, is the earliest &nby which all activities leading to j can be
completed:

ET=max_i (ETi + d; )

The earliest possible time or simply early times ealculated in a ‘forward pass’ through the
network. Consider the example of Table 3.1 and Figure 3.1 adarshipbuilding blocks or in
other words event 1 has no predecessors, s itstem€\ET, is set to zero. The event 2 has only
one predecessor — 1 — so its early time is:

ETZZET]_ +d12:0+1:l

Similarly, for event 3:

ET;=ET, +dz=1+5=6
Event 4 has two predecessors, so:
ETs= max(ET, + by, ETs + Ghs)
= max(1+4, 6 +0)
=6

Similarly,

ETs=max(ET + tss, ET4 + dys)
= max(1+4, 5+6)

ETe=ETs + =12 +0=12
ET7=max (EE + ds7, ETe + Gs7)
=max (12 + 19, 12+4)
=22

ETg=ET; +dhg=22+2=24
Now let us consider another example and try to tstded the network calculation through a
textual approach.
Fig 3.2 is a typical example for block sequence miagin which Bl is the seed with three

children namely B2, B5 and B4. Similarly B2 has thebéidren B5, B6 and B3. B5 has two
children B8, B6 so on and so forth. This parent-clifdrmation is stored for each ship in the
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allocated database files. The starting day of emetarliest network time (ENT) and ending
day of erection/latest network time (LNT) is stored in bldeka file.

|9 S— |11
e —
‘ \/ 2 \/

b—e
I LT
\81/ 2 B2/ > &3/

Fig3.2 An example of block sequence

w

A Pitch is the time that's required for sequencexration on the child block. Then we
calculate ENTs’ for all the blocks and this is ddme adding pitch to parent block’s ENT,
giving child’s ENT this method is followed till thiast block. But at junction nodes of block
sequence (say block B5) we get an ENT value froenpirent blocks B1, B2, and B4 but we
consider only the highest value as a result ofatidition with its pitch. Here an assumption is
made that the first and the last blocks lie ini@altpath. A critical path is a series of linked
erections that doesn’t have the flexible dates @édmdd the fixed dates of erection, that is, it
must be done on time for the project to completetiore. If any task on a critical path is
delayed, it can end up delaying the entire projecttapletion date thereby accumulating the
load and propagating it to other networks. A blooktloe critical path is identified as its ENT
and LNT as being same. In this illustration B9 is the last bdocksearch in reverse direction is
followed to find the parents to evaluate the LN@&all blocks. As discussed earlier in the case
of ENT calculation at the junction here we take ltheest value after subtraction of pitch from
the LNT value of the child to finalize the LNT dig concerned parent. In this way system
stops at the first block as the system is not @bfend more precedent parents. This concept is
then is extended for fixing the time for the ofitical blocks. This is done considering the
percentage area occupation of the specific blodkénpre-erection (PE) area and with respect
to the total PE area and the period of the delat,ith the difference of the dates between the
ENT and the LNT. The weights are decided based on the laleailancepts.

3.5 Solution Approach
In the PE-Dock premises, as it is the most crited@as of ship production in any shipyard
every activity has to be well scheduled in ordepltain the best possible erection schedule.

Every block that comes to the PE area has assddatminologies, namely PE Work Start,
ENT, LNT, Probable Date of Erection, and Fixed Erection Date
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Let us discuss these factors in little detail, d¥es in order to clarify the approach point of
view and diagrammatically represented in fig 3.1.

3.5.1 Describing the Approach

PE WORK START | | ENT

V05

PE WORK START FIXED ERECTION DATE

Fig 3.3 Problem Approach Description

a) PE Work Start: When the erectable block arriveshm PE Area, there are various
kinds of work associated with it, such as limitedoamt of welding, painting, if it is a kind of
sub-block it has to be mounted up together wittelogub-blocks to form a grand block. The
grand block is basically the block that will gottee dock and get assembled into a ship under
construction. To summarize, PE work start time &ttine when the work on concerned block
begins.

b) ENT: Every shipyard has a primary network diagramthe shipbuilding which
represents the building sequence of the ship undesideration, it is otherwise called as
erection sequence network diagram. In the diagrammeittions the earliest possible date
suitable for that particular block. Hence ENT is expandetesarliest possible network time.

C) LNT: To follow-up from (b), it is the latest possibtate of erection of the block in
order to execute the building in time as per the schedule.
d) Probable date of erection: The date of erectionthid® sought between the time span

of the ENT and LNT. The schedulers working on thaegects have room to think and choose
the better option and dates of erection in this given span.

e) Fixed date of Erection: Followed from (e), varioumnsiderations and thought are
sought along with various technical parameters, emaétical logics and like to take a decision
to erect a block on one particular date. This ongiqoéar date is called the fixed date of
erection.
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3.5.2 Terminologies and concepts

The block presence to could be logically understood asAfsll

< A ——

N

Pre Erection Pre-Erection ENT LNT
ENT LNT

«—Cc—>

< T »<€ C—>
50%:Suret 50% Suret
S— 100%:Stirety:of block -
PE presence PE
4 Wok | 4 Work |5
period perioc

Fig 3.4. Logic of block presence in the PE Area

The probability of finding a block in the PE ar@athe first segment i.e (G) will be
1/G.

Similarly the probability of finding the block irhé second segment will be 100%
and it could be evaluated as follows:

1 G -1 1
+ x
G G G -1
= 2
G

Likewise and so on.
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3.6 The technical analysis

As we know from the knowledge of mathematics Moviagerages are one of the best
techniques to test the noise in the pulsating tiel@ted data. This technique is very popular
among the stock brokers and in the share marketddict the trend of the share prices to
determine being bullish or bearish.

There are few types of moving averages, the mosobitapt (for the technical analysis) are
"simple" MA (SMA), where all points have equal weiigind exponential MA (EMA), that are
assigning higher weight to the latest points, tteeefnaking the method more sensitive to the
resent changes in a stock price.

This approach is better for most applications, hareseing more sensitive it can produce
more false signals. Some traders would suggest ukmdraditional MA instead (all points
having equal weight) for the situations when signals shioelmore reliable.

To calculate the EMA, use the following approach:

Current_EMA = ((2/ (1+Number_of_periods_for_EMA))(&urrent_Price - Previous_EMA))
+ Previous EMA

Hence, it is decided to keep the interest to the Simple maviagages level.

3.7 Understanding the Use of MA in Stock Market
To argue our test basis lets analyze the real shipyard bébak d

Regardless of the implementation details, all MAhtéques are based on analyzing the
DISTANCE between the moving average and the origaiert, or between two moving
averages.

EE

a0 i i

¥
Jan Har Jun Sep

Fig 3.5 Typical Moving Average curve
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On the picture above we have the stock price amdntioving averages. Let's see what
information we can extract from this chart.

3.7.1. The trend, the support and the resistance

As we know, the moving average is always behindatieal data. So if the stock price is
increasing, the line for the price will be above lihe for the moving average, as the price rises
BEFORE the MA.

Therefore as long as the price is going up, the M form the line below the price. You
might notice that (leaving aside the fact that this line tssostraight) it is a support line.

Same logic applies to the price declining - the MA will folma tesistance line above the price.

What will happen if the trend changes? The prioe lWill cross the MA. We have a "trend
change” indicator! And unlike the line drawn by ther, this one can be coded as part of a
computer algorithm. We may also use the interseafdwo lines (price and MA) as a signal.
Indeed, the trend changes - it is time to trade.

3.7.2. Volatility

The only problem with the approach above is thegovolatility. What if the stock jumps up or
down for no particular reason, and then returns? It will ggee false signal, wouldn't it?

To fix this problem, we need to make our price kneoother, and we already know how to do
it. We use Moving Averages, studying intersectionsaaf (or more) MA's, rather then of MA
and price.

In a typical "minimum" case (that is probably the best facfical applications) we would have
two moving averages, one for the short period angl fon the long period. A simple rule
applies: the intersection of these two lines is a tradintakig

As you can see, the two moving averages are mushtasy then price line, but they are still
moving fast sometimes, and in different directiomsthe signals are not necessarily clear. This
is one of the problems with the MA's - they workefiwhen the trend is present, and do not
work when the stock price is moving sideways. Theefaignals generated by MA in that case
are called "whipsaw".

If we select longer intervals for the average, theilebe less signals and each of them will
represent a larger move of the stock price. The number efdgrals will be less, too.
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3.7.3 Bringing the Stock market Idea to Shipbuildig Block movement

The technique that we conceive here is appropfiatehe Long Term schedulers (yearly
Schedules), Middle term schedulers (monthly schadiaed the short term / daily schedulers.
This technique is one of the most often used bydifferent simulator software as performing
the technical analysis of stock trend using thitho@ is easy and very straightforward. As
mentioned, the Looking forward scheduling algoritlinkFSA) works well both for a "long
term”, middle term and intraday scheduling systems.

Lets us bring our attention to the daily scheduteppration based on the shipyard data
available.
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The test of the algorithm has been made basedeoerdittion network diagram of hull number

2035, a 50K tons Bulk Carrier.

3.8 Shipbuilding Blocks for erection
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Table 3.2 Erection Network Evaluation

BL.Name | Breadth] Length| Area ENT LNT PE Period] PE Start | Erection day] Property

KL 11 26.5 291.5] 1/10/2004] 1/10/2004 1 1/9/2004 1/10/2004 ON Critical
10A 23 25.5 586.5] 1/10/2004| 1/10/2004 2 1/8/2004 | 1/10/2004 ON Critical
20A 17 32 544 1/12/2004 1/18/2004 2 1/14/2004] 1/16/2004 OFF Critical
20B 40 14.3 572 1/14/200§ 1/22/2004 2 1/14/2004] 1/16/2004 OFF Critical
20C 19.4 44.8 869.1% 1/13/2004| 1/22/2004 2 1/16/2004] 1/18/2004 | OFF Critical
20D 20.2 23.8 480.7¢ 1/15/2004| 1/26/2004 2 1/21/2004] 1/23/2004 OFF Critical
20E 38 14.3 543.4] 1/17/2004] 1/28/2004 2 1/19/2004] 1/21/2004 | OFF Critical
20F 16.6 31 514.6] 1/17/2004] 1/29/2004 2 1/26/2004] 1/28/2004 | OFF Critical
22G 19.4 44.8 869.1% 1/18/2004] 1/31/2004 2 1/21/2004] 1/23/2004 OFF Critical
80A 19.4 44.8 869.13 1/21/2004] 2/3/2004 2 1/19/2004] 1/21/2004 | OFF Critical
10B 33.2 14.3 474.7¢ 1/13/2004]| 1/13/2004 1 1/12/2004] 1/13/2004 ON Critical
261 40 14.3 572 1/14/200¢ 1/20/2004 2 1/15/2004] 1/17/2004 OFF Critical
40A 22 33.2 730.4] 1/16/2004| 1/24/2004 2 1/14/2004] 1/16/2004 | OFF Critical
40B 25.3 21.5 543.9% 1/15/2004] 1/24/2004 2 1/21/2004] 1/23/2004 OFF Critical
40C 37 15.9 588.3] 1/17/2004] 1/28/2004 2 1/15/2004] 1/17/2004 | OFF Critical
40D 37 15.9 588.3| 1/18/2004] 1/30/2004 2 1/23/2004] 1/25/2004 | OFF Critical
ME 17.7 44.8 792.9q9 1/13/2004| 1/17/2004 1 1/15/2004] 1/16/2004 OFF Critical
10C 37.9 14.3 541.91 1/17/2004] 1/17/2004 2 1/15/2004] 1/17/2004 ON Critical
10D 18 35.6 640.8] 1/21/2004] 1/21/2004 2 1/19/2004] 1/21/2004 ON Critical
62A 18 40.6 730.8] 1/16/2004] 1/22/2004 2 1/15/2004] 1/17/2004 OFF Critical
62B 11 26.5 291.5] 1/18/2004] 1/24/2004 2 1/19/2004] 1/21/2004 | OFF Critical
62C 23 25.5 586.5] 1/20/2004] 1/26/2004 1 1/24/2004] 1/25/2004 | OFF Critical
62D 17 32 544 1/22/200§ 1/28/2004 1 1/26/2004] 1/27/2004 | OFF Critical
62E 40 14.3 572 1/24/200¢ 1/30/2004 1 1/28/2004] 1/29/2004 | OFF Critical
62F 19.4 44.8 869.1% 1/26/2004| 2/1/2004 1 1/25/2004] 1/26/2004 OFF Critical
62G 20.2 23.8 480.7¢ 1/28/2004] 2/4/2004 2 1/30/2004] 2/1/2004 OFF Critica
10E 18.4 44.8 824.3p 1/23/2004] 1/23/2004 2 1/21/2004] 1/23/2004 ON Critical
510 16.6 31 514.6] 1/23/2004] 1/31/2004 2 1/21/2004] 1/23/2004 | OFF Critical
80B 38 14.3 543.4] 1/30/2004] 2/6/2004 1 1/30/2004] 1/31/2004 | OFF Critical
511 19.4 44.8 869.1% 1/31/2004]| 2/8/2004 1 2/2/2004 2/3/2004 OFF Critical
512 33.2 14.3 474.7¢ 1/27/2004] 2/8/2004 1 1/28/2004] 1/29/2004 | OFF Critical
513 40 14.3 572 1/29/200¢ 2/8/2004 1 2/4/2004 |  2/5/2004 OFF Critica
514 19.4 44.8 869.1P 2/2/2004 | 2/8/2004 1 2/7/2004 2/8/2004 OFF Critical
515 22 33.2 730.4] 2/1/2004 | 2/8/2004 1 2/4/2004 |  2/5/2004 OFF Critica
RUD 18 40.6 730.8] 2/4/2004 | 2/4/2004 2 2/2/2004 2/4/2004 ON Critical
91A 25.3 21.5 543.94 1/26/2004] 2/13/2004 2 1/28/2004] 1/30/2004 | OFF Critical
90A 37 15.9 588.3] 1/27/2004| 2/15/2004 1 1/30/2004] 1/31/2004 | OFF Critical
301 37 15.9 588.3] 2/3/2004 | 2/11/2004 1 2/5/2004 |  2/6/2004 OFF Critica
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302 17.7 44.8 792.9¢ 1/30/2004| 2/11/2004 1 2/8/2004 2/9/2004 OFF Critica
303 37.9 14.3 541.97 2/1/2004 | 2/11/2004 1 1/31/2004]  2/1/2004 OFF Critica
304 18.4 44.8 824.3% 2/5/2004 | 2/11/2004 1 2/9/2004 | 2/10/2004 OFF Critica
305 18 35.6 640.8] 2/4/2004 | 2/11/2004 1 2/4/2004 2/5/2004 OFF Critica
LC 11 26.5 291.5] 2/17/2004] 2/17/2004 1 2/16/2004] 2/17/2004 ON Critical

Table 3.3 Sample Tabulation of Lookin

Forward to 10 Days.

Name ENT Name Area 1o
KL 1/10/2004 KL 291.5 291.5

10A 1/10/2004] 10A 586.5 878

20A 1/12/2004] 20A 544 544

20C 1/13/2004 20C 869.12 869.1p

10B 1/13/2004] 10B 474.76 1343.88

ME 1/13/2004 ME 792.96 2136.84

20B 1/14/2004] 20B 572 572

261 1/14/2004 261 572 1144

20D 1/15/2004f 20D 480.76 480.7¢

40B 1/15/2004] 40B 543.95 1024.7) 572.755
40A 1/16/2004| 40A 730.4 730.4 616.645
62A 1/16/2004] 62A 730.8 1461.3 631.075
20E 1/17/2004 20E 543.4 543.4 631.015
20F 1/17/2004 20F 514.6 1054 595.563
40C 1/17/2004 40C 588.3 1646.3 606.917
10C 1/17/2004 10C 541.97 2188.2f 581.818
22G 1/18/2004 22G 869.12 869.1 611.53
40D 1/18/2004f 40D 588.3 1457.42 613.16
62B 1/18/2004] 62B 291.5 1748.92 594.234
62C 1/20/2004 62C 586.5 586.% 598.489
80A 1/21/2004] 80A 869.12 869.12 612.361
10D 1/21/2004] 10D 640.8 1509.9%2 603.361
62D 1/22/2004f 62D 544 544 603.421
10E 1/23/2004 10E 824.32 824.3p 634.393
510 1/23/2004 510 514.6 1338.9P 627.023
62E 1/24/2004 62E 572 574 630.026
62F 1/26/2004 62F 869.12 869.1P 630.026
91A 1/26/2004] 91A 543.95 1413.07 625.591
512 1/27/2004 512 474.76 474.7¢ 643.917
90A 1/27/2004] 90A 588.3 1063.0¢ 644.097
62G 1/28/2004 62G 480.76 480.7¢ 605.261
513 1/29/2004 513 572 5774 598.381
80B 1/30/2004] 80B 543.4 543.4 598.321
302 1/30/2004 302 792.96 1336.3p 595.185
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511 1/31/2004 511 869.12 869.1¢ 630.637

D
515 2/1/2004 515 730.4 730.4 646.477
303 2/1/2004 303 541.97 1272.3f 613.762
514 2/2/2004 514 869.12 869.1P 646.279
301 2/3/2004 301 588.3 588.3 657.633
RUD 2/4/2004 | RUD 730.8 730.4 671.883

305 2/4/2004 305 640.8 1371.¢ 687.887
304 2/5/2004 304 824.32 824.3p 713.119

LC 2/17/2004 LC 291.5 291.4 687.929
3.9 Experimental results on block data
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Fig 3.27 Looking forward to 22 days

Now based on the 21 variations that being tested here fortthddy scheduling or the systems
that is being presented here speaks of lower lsgkedulers who will interested in daily
schedules.

The value of looking forward schedule is obtainedl@ and 17 in the graphs displayed above.
Here the curve appears to smoothers meaning ttse iminegligibility low and there is not
enough friction in the value. This gives the gooduton by optimal load leveling as the
schedule.

We can also analyze sway in the trend. When thekbflow is rising and LFSA indicator is
falling (negative divergence), or vice versa, it tenconsidered an indication of "something
going on" and can be used to predict changesrienat That's right, the lagging indicator that
is supposed to follow the block flow, is predicting the bloeksit behavior.

On the figures above, the blocks formed a doubld méth the second peak higher than the
first one. In the same time (plus the delay dud¢ouse of MAs) the LFSA curve formed two
peaks, but the subsequent peak was smaller, whiakedréhe divergence. Soon the block flow
broke the support line.

One of the solutions to the LFSA data being latéhes LFSA curves. The histogram is the
difference between the LFSA and 9 days Moving Ageraf LFSA, therefore it is a derivative
on the derivative. The centerline crossovers andrgences are easier to identify when data is
represented this way.

Usually, the longer and sharper the divergence & bitter which significantly helps in the
decision making process.
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The most important and strong signals are those confiramirexisting trend.
3.10 Parameters

There are many trading systems that are usingreliffeperiods for the fast and slow moving
averages. 17 and 10 days is one of the most frdguesed combinations. Sometimes
schedulers can perform optimization, trying to fihd humbers that are the best for a particular
candidate blocks.

You can speed up the optimization process by peifay the testing using software. Not only
will it test different combinations of intervals, thalso it can use some additional twists on the
technigue, like reversing the signals or using shorts.

3.11 Conditions for Implementation

In order to use buy and sell signals successfull,n@ed to apply them when (OK, almost
when) the trend is changing. To do it, we need toehawrend to reverse. The MA-based
indicators are not very useful in a situation whktem price is moving sideways, or for trend that
are not yet established.

Indicators can and should be used together, asdpiaiticularly useful to avoid using similar
indicators (MA and LFSA).

3.12 The Live Shipyard Scheduling In the Tandem Spbuilding Process

3.12.1 Semi-Tandem Shipbuilding process

A 300,000 dead weight ton building dock is suppoftigd unique and efficient Semi tandem
system which allows 2 ships to be built simultargdypand launched independently. In tandem
shipbuilding, erection of the hull of the next skigstarted on the inland end of the berth while
the preceding ship is still there.
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To illustrate lets understand the fig 3.28

Gate Intermediate Dock Gate
Gate

e S

Fig 3.28. Semi —Tandem Method of Ship Building

Sea

At DSME, dry-dock can be divided into the differetéges of new building and sections being
separated by intermediate gates. One of the remarkeditures is that this gate can be set at
two different positions to accommodate ships ofyiway sizes in the process of building. In
case of newbuilding, two and a half vessels carudik in dry-dock simultaneously (semi-
tandem built method) but there are parallel arrangemetiteidock thereby making it almost 6
vessels being built in different stages. The adoptid the semi-tandem process enables
economical and efficient annual production.

The shipyard under considerations has one dry dadktwo (2) sets of 900 Ton gantry crane
with its modern and compact newbuilding facilitigghile the dry dock can accommodate ship
construction up to 550,000 DWT class ships, all majdacilities are efficiently arranged and
identified for the construction of two (2) ULCC lmahips in parallel and two (2) more ships
by semi-tandem method simultaneously. This unigyeut enables the shipyard to maximize
utilization of all facilities to build 20 ships per year.

Tandem building means you have one nearly complaiein the outer dock, separated via an
intermediate gate to the inner dock where you tart the engine room of the next vessel.
After launching the one, you remove the intermediate gatslateithe aft-ship (on rails) to the
outer dock and continue. This method gives betssipility to balance workloads and keep
high throughput levels for a single dock. It metrat the dry-dock has to be perhaps 400 m
long instead of the 260-270 m needed depending on thel w&zs.
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3.13 Experimental Results of two ships- Simulations

Table 3.4 Numerical Areaday values of the load on PE at various looking forward conditions

Area Variations on various looking forward conditions as plotted in

Weeks
the graphs below
30 87292 | 872.92 | 87292 | 872.92 | 87292 | 872.92 | 87292 | 872.92 | 87292 | 872.92 | 87292 | 872.92 | 87292 | 872.92 | 872.92
31 87202 | 87292 | 87292 | 87292 | 87202 | 87292 | 87292 | 87292 | 87202 | 87292 | sv2g | s7292 | 872 g 8r2. g 8r2. g
2 19649 | 14189 | 12369 | 1964.9 | 19649 | 19649 | 1964.9 | 1964.9 | 19649 | 1964.9 | 19649 | 1964.9 | 1964.9 | 1964.9 | 1964.9
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
- 1964.9 | 1964.9 | 16009 | 14189 | 19649 | 19649 | 19649 | 1964.9 | 19649 | 1964.9 | 1964.9 | 19649 | 1964.9 | 1964.9 | 1964.9
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
0 19649 | 19649 | 19649 | 1691.9 | 15281 | 1964.9 | 1964.9 | 1964.9 | 19649 | 1964.9 | 19649 | 1964.9 | 1964.9 | 1964.9 | 1964.9
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
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35 47459 | 3355.4 | 28919 | 2660.1 | 23027 | 2064.4 | 47459 | 47459 | 47459 | 47459 | 47459 | 47459 | 4745. | 4745. | 4745,
2 2 2 7 2 2 2 2 2 2 2 2 92 92 92
% 54059 | 5075.9 | 40389 | 35204 | 32003 | 2819.9 | 25417 | 54059 | 54059 | 54059 | 54059 | 54059 | 5405. | 5405. | 5405.
2 2 2 2 2 2 8 2 2 2 2 2 92 92 92
37 62250 | 58154 | 54589 | 45854 | 40613 | 37119 | 33063 | 30021 | 62250 | 62250 | 62250 | 62250 | 6225. | 6225. | 6225.
0 6 5 4 4 3 6 8 0 0 0 0 00 00 00
38 8451.0 | 73380 | 66939 | 62069 | 53585 | 47929 | 43889 | 3949.4 | 3607.6 | 8451.0 | 8451.0 | 8451.0 | 8451. | 8451. | 8451.
0 0 7 6 5 5 4 4 0 0 0 0 00 00 00
39 92480 | 88495 | 79746 | 73324 | 68151 | 6006.7 | 5429.3 | 4996.3 | 4538.1 | 41716 | 92480 | 92480 | 9248. | 9248. | 9248.
0 0 7 8 7 9 8 3 7 4 0 0 00 00 00
20 10528. | 9888.0 | 94000 | 86130 | 79715 | 74339 | 66526 | 6066.7 | 56109 | 5137.1 | 4749.4 | 10528. | 10528 | 10528 | 10528
00 0 0 0 8 7 8 1 6 5 9 00 .00 .00 .00
a1 10544. | 10536. | 10106. | 9692.7 | 8999.2 | 84003 | 7878.2 | 7139.1 | 6564.1 | 61042 | 56286 | 52323 | 1054 | 1054 | 1054
00 00 67 5 0 2 6 0 9 6 8 71 4.00 | 4.00 | 4. 00
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42 11480. | 11012. | 10850. | 10450. | 10050. | 94126 | 8840.2 | 83284 | 7621.4 | 70557 | 65929 | 61162 | 5712 | 1148 | 1148
00 00 67 00 20 7 7 8 2 7 6 9 .96 | 0.00 | 0.00

43 11470. | 11475. | 11164. | 11005. | 10654. | 10286. | 97065 | 9168.9 | 8677.5 | 80062 | 74570 | 6999.3 | 6528 | 6124 | 1147
00 00 67 50 00 83 7 9 4 8 6 8 12 .17 | 0.00

a 9082.0 | 10276. | 10677. | 10644. | 10620. | 10392. | 10114. | 96285 | 9159.3 | 8717.9 | 81040 | 75924 | 7159 | 6710 | 6321
0 00 33 00 80 00 71 0 2 8 7 7 .58 .54 .36

45 5050.0 | 7066.0 | 8534.0 | 92705 | 95252 | 96923 | 9628.8 | 9481.6 | 9119.7 | 87483 | 83845 | 78495 | 7396 | 7008 | 6599
0 0 0 0 0 3 6 3 8 9 3 6 .90 .90 .83

5 40400 | 27720 | 48753 | 65240 | 75152 | 80200 | 83782 | 8487.0 | 84830 | 8257.2 | 7997.9 | 77269 7283 | 6903 | 6574
: 0 3 0 0 0 9 0 0 0 9 9 .75 .83 .57

These results could be observed in the following graphs plotted.
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Now based on the 14 variations that being tested here for the weekly scheduling or the systems
that is being presented here speaks of middle level schedulers who will interested in schedules.

The value of looking forward schedule is obtained by concluding it as the mean working
periods of the blocks. Here the curve gets smoothers as the span of the looking forward
increases meaning the noise is negligibility low and there is not enough friction in the value.
This gives the good solution by optimal load leveling as the schedule.

We can also analyze sway in the trend. When the block flow is rising and LFSA indicator is
falling (negative divergence), or vice versa, it can be considered an indication of "something
going on" and can be used to predict changesin atrend. The lagging indicator that is supposed
to follow the block flow, is predicting the block transit behavior.

Here we observe the results were reasonably better when we implied the agorithm into the
weekly schedule where we were looking forward for couple of weeks to schedule the rest of the
days. Thiswas by the analysis of two ships with alaunching date well defined in between.
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In this experiment we have examined our core research finding, the LFSA method and
tested for dynamically balancing the load in alive shipyard based four ship erection process
will 2 launch cycle in a semi-tandem mechanism of shipbuilding. We showed that in order
to cover a larger class of ideas and samples for schedulers. The numerical convolutions
explained in section 2 model opens the door to new area of thought where a rather strong
mathematical model will rather be serendipity. As such a problem to describe in a
mathematical model will be a tyrant problem of its own that is based on queue length, time
since the last decision and/ or those that are some hybrid of the two.

By examining the resulted graphs in the full-fledged graphs with four ships we gain
valuable insights into the structure of an optimal policy in the PE load balancing system. In
particular, we note that when the computational costs are small, and the holding costs
equivalent, the main concern isto avoid the surge LFSA policy seems sufficient.
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CHAPTER 4

Genetic Algorithm for Optimal Ship Erection Block
Arrangement in Pre Erection Area of a Shipyard

4.1 Introduction

A genetic algorithm (GA) is a search algorithm @yolland, J. H., 1975) that attempts to

emulate the evolutionary mechanism of natural lgiclal systems where the best gene is
selected for the next generation (i.e. the survi¥ahe fittest). In the optimization problems,

GA approach has been successful for generatingagkadutions for which traditional search

technigues have not been effective and to buildusblsearch strategy, GAs employs
‘evolutionary mechanism’ as described using basicadd popularly known as Simple GA

(Fig 4.1).

The problem here is to find the optimal arrangenpettern for the shipbuilding blocks in the

pre-erection (PE) area. There are many severe aaristonditions in the shipyard and the
geometrical boundary limits of the PE area and urtdisation of the available area are the
main reasons of bottleneck formation during thersewf shipbuilding. A PE area is defined as
the area which is adjacent to the dockyard and wéch the giant goliath crane runs and this
area is used to place the grand blocks those ady ffier the erection of ship in the building

dock. The space and time based constraints on atatiom pose a monstrous problem for the
schedulers dealing with the erection at the shipyard.

| Initialization lﬁ&

Encoding (chromosomes)

Y

| Evolutionl > Evaluation

Crossover& Mutation No

- . Termination?
Selection| <€

2 Yes

Report

Fig 4.1 The general structure of simple genetic algorithms
A team of many schedulers using their personal rispeusing a computer graphic program

without any intelligent or decisional support haslthe space situation. Here various pre-
defined geometrical shapes are being matched mgnimalthe graphical interface of the
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program. This takes a lot of manipulation and margyoas the individual cases had to be

studied. The time factor is dealt with the conveamicerection sequence diagram where there
exist a lot of uncertainties since in this portamly the blocks on the critical path have a fixed

date of erection otherwise the remaining blocksaianuncertain. This again is handled by a

team of planners to resolve using their expertigksdill poses a very tedious effort on the part
of the schedulers.

The simple GA (Fig 4.1) works as follows. A populatiof individuals of a fixed size is
initially randomly generated. Each individual is daerised by a string of genes and
represents one possible solution to the problemgbigickled. Strings can then be evaluated in
terms of a metric giving a measure of how goodsthlations are. This is known as the fitness
value. The solutions are checked to see if they have metdhehserminating criteria. If this is
not the case a loop is entered. Using the fitness value thé&apopwndergoes natural selection.
The strings, which are better, have more chance miving than other weaker ones. The
surviving individuals are then paired up at randomd mated (commonly known as crossover)
with a probability to form new offspring strings. lidea is to derive better qualities from the
parents to have even better offspring properties. The negtiod of the mating is continued till
the full population is generated. This populatiothsn mutated with a probability where small
random changes are made to the children in orderdiotain diversity. The newly generated
strings are then re-evaluated and given fitheseesamod the process repeats until stopped. This
is usually done after a fixed number of generations or tetied by levelling out of the average
population fitness. The best strings found can therused as near-optimal solutions to the
problem.

PART A: Technique Development

4.2 Spatial Genetic Algorithm
4.2.1 Introduction

The Spatial Genetic Algorithm (SGA) basically a hybridigiec algorithm. The hybridisation is
done on the simple genetic algorithm with the BL (BottorftjLteeuristic (explained later). The
combination is made to produce better encoding of thesgesper other problem requirement.

When genetic algorithm is applied to spatial areangnt problem, the solution process is
divided into two steps: location and allocationirst at the allocation level, the chromosomes
of binary bits are converted to starting soluti@ml used to assign the position as per the
heuristic. Then, the assignment solution is converted imest value with which the selection
process finds the best or the global optimum solution fsddlsation problem.

In making of a successful spatial optimisation dtgm, GAs need to redesign their
concepts and search procedures to meet spatialtewary algorithm from the theoretical
computing technique. At first, the genetic operaichould reflect spatial referenced
information.
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Fig 4.2 The structure of a spatial genetic algorithm fomagitblock arrangement problem

For this, the chromosomes are required to form istarsolutions indicating random
generation. In this initialisation process, thei@hitocations of centres are randomly picked
from a problem boundary or region if a search &ekefined. The genetic operators, crossover
and mutation, are applied to create new offspringpatential solutions at each generation.
After that, the solution process is used to sekethiest individuals for the next evolutionary
procedure. This process is continued until a teation condition is met. The description of
the structure of spatial genetic algorithm (SGAnbming location optimisation routine and
the position of BL (Bottom-Left) heuristic is given Fig 4.2. The most distinguished feature
of this SGA is to employ a current (or conventioifauseful) location optimiser in the
evolution procedures.

The use of location optimisation technique trarssfire GA to suite spatial algorithm and
incorporates the positive features of the currégarihm into the SGA. The typical benefit of
this approach is to reduce computing time to obtain theagtminear global optimal solution in
the location problem. This is also a starting podwards the building of spatial hybrid GA
that integrates simple GA techniques and currerddifional) search methods. The
hybridisation approach for location optimisation swdiscussed in details by (Kim and
Openshaw, 1999). Although most terminologies of & Sre identical to the generic GAs,
the following sections describe the main structuséshe SGA redesigned for solving the
shipbuilding block placement.

4.2.2TheProblem

Spatial Arrangement problem undergoes a proceseteErmine the optimal locations for the
shipbuilding blocks in the PE Area. In general, thedel has an objective to maximise
accessibility to material handling devices in temfiblock movement distance or maximising
spatial utilisation by reducing the scrap area (tha&ble unoccupied spaces between the blocks.
In the model, the best possible optimal solution has to reethjective function.
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Fig 4.3(a). Haphazard block layout in PE Area  Fig 4.3(b). ef&patial Layout in PE Area

The objective functiond) has a primary requirement to reduce the scrap @nederutilized
space) in the PE area. It addresses the requirarheptimal arrangement pattern of blocks so
that it occupies minimum possible area in the P&EspThese problems are very serious issues
in large industries like that of ship building iredty. A feel of the problem and the purpose the
objective function can be had from Fig 4.3 (a) aigl &3 (b). Along with spatial occupancy
criteria, a consideration has to be made in suclay thvat the blocks are arranged in easily
accessible position to man and other material ligdlevices operating in PE and at dock
premises.

n p
Minimise d = Z Z Wi G /]ii
i=1 j=1
Where,w; is weight i.e. block erection ranking obtained frorotion sequence diagram, and

cjis block transit distance from PE area to erecsit® or the dockn is the number of blocks,
andp is the number of block arrangement pattern at tBéAReai is the block location in the
PE andj is the block erection point on the ship locatiangd 4;; is allocation decision variable
(1 if assigned, or O if not). It is easy to see that there is alaragptimal solution with all; O
{0, 1}, i.e. each demand (maximal spatial occupation) sadi$feen a single permutation order.
The search for the best placements rearrangemamiesar the chromosome in GA terms, the
model employs solution technique and algorithm bseahe solution process reflects a NP-
hard combinatorial problem. As a new approach, ellaty algorithms and heuristics are
proposed for this problem.
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4.3 Bottom-L eft heuristic

Bl

B4

B3

Fig 4.4. The illustration of Bottom Left Heuristic

The most important stage in the development ofallgerithm is its objective. The objective
here is to place the shipbuilding blocks in thed&a optimally minimizing the scrap area. In
order to create meaningful chromosome samples. ®tierb left heuristic (JakobS, 1996) is
adopted here (fig.4) and it serves the block plac¢nadgorithm while an assumption of
rectangular global (Pre Erection area) and thd lagaut (block plan area) is made. Here each
block is moved as far as possible to the bottom amdar as possible to the left. An ideal
position is found when the rectangle coincides whith boundary layout at the lower and left
side. In (fig.4), we can see placement of permutatiater (3, 2, 4, 1). In order to avoid the
gaps in the arrangement, we have to ensure théldbks are well seated in the best possible
way as our heuristic is based on the allocatioth@flowest sufficient large region in the partial
layout rather than on the series of bottom-left emwas it will ensure the minimization of the
scrap area (the left over area).

This concept is observed for the present problechaamariety of spatial search techniques
namely, maximal remnant space utilization strateggximal free rectangular space strategy,
initial positioning strategy, and edging strategy aruse. The rotations of blocks are restricted
in this problem.

4.4 |nitialisation

Within the problem space, the initial locations loé¢ blocks are converted from the binary bit
chromosomes which are randomly selected from tea &oundary information. The most
simple but computationally effective method is topdoy maximum and minimum location
values of the area. For example, given the rectangegion, each variable of the solution, a X
and Y coordinates of the blocks can take a valoen fithe problem domain, i.e P.E Aré&{,,
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X { Ymin, Ymad @nd the spatial precision value, Ms determined by the X and Y
coordinates ranges of weiglit

(XmamYma))
A
Feasible solution
space
\ )
(Xmm,Ymm)

Fig 4.5 Solution space description

The problem search boundary is limited in the negiescribed by Fig 4.5. In Fig 4.6 the
algorithmic description of the SGA is demonstratdtere | is number of the bits allocated in
the chromosomes during in the preceded runrand the expected number of bits in each
chromosome.

procedur e spatial genetic algorithm
begin
k-0
define Xniny Xmax: Ymina Ymax
repeat
k«k+1
whilel <mdo
in = rand (Xnin: Ymax)
Yki = rand (Ynin, Ymay
Return (*i, Yki)
until k = population size
end

Fig. 4.6. Spatial GA initialisation description

The above procedure explains that several stasihgtions are generated randomly and the
SGA uses the solution sets to determine the sfaltications of candidate blocks, which will
be searched for finding the optimal locations of ttentres. After decoding the starting
solutions, the genetic algorithm produces an optisedition, and the solution value is then
used in the evaluation stage to explore the best parents.

4.5 Crossover and mutation
The spatial crossover (Fig 4.7) decides the evausteps that how to choose parents and how

the parents produce their offspring while workinghwthe spatial genetic algorithm. There are
a variety of crossover strategies for generatingdgaffspring and to determine the rates (Back,
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T. and H. P. Schwefel, 1993; Grefenstette, J. J, 1986hidpaper, a simple method is applied
to the genetic operator, which selects two pareptsabdom probability of weighted selection
(Goldberg, D. E, 1989) and the rate is set to 90% (0.90) to ealiam selection rate.

procedur e spatial crossover
select T parent individual, k
if random rate < crossover rate (i.e. Pc = OtBén
select & parent individual, k

else

select kin last generation
endif
if k]_ = kz then

stop

go to spatial mutation
else

calculate crossover cutting points forand k
1st cutting pointk;, =rand* strLEN + 1
2nd cutting pointk,, =rand * strLEN +1
endif
end

Fig 4.7 Pseudo- Code of the adopted crossover

While the crossover step reflects the informatiowhange of parents’ level, the use of
mutation attempts the change of the new offsprisglfi Since the new offspring consists of
some features of its parental outstanding, in eimiaty system, the offspring should also
experience small changes in its chromosome. Ferttheé mutation operator randomly alters a
small percentage of the genes by changing ‘0’ tootlvisa versa. This also keeps the GA
from converging prematurely and forces to expldiiteo search spaces on the problem surface.
The mutation rate like the crossover varies, butvtiiees between 1% and 20% are commonly
used (Grefenstette, J. J, 1986).

4.6 Selection

After creating new sets of offspring, evolutionary systemds to consist new generation group
(population) which corporate parental and offsprijggetic features that contain better fithess
values. For this, selection strategy is employeek dfte evolution stages. The procedure is to
create a new population for the next generatiomfeither all parents and offspring or part of
them. This is related to the problem of samplingcep(Gen, M. and R. Cheng, 1997). In this
paper, an enlarged sampling space method is usech wghillustrated in (fig 5). The obvious
advantage of this technique supports the SGA toaugtheir algorithm performance in terms
of solution quality by increasing crossover and atioh rates without too much perturbation.
By using this method, the SGA keep constant gerggiration rates during the evolution
process.

4.7 Termination Criteria

Several termination techniques and strategies Hmen proposed to genetic algorithms
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(Michalewicz, Z, 1996). The simplest termination dition is to stop GA running if the total
number of new generations exceeds a predefined nmaxi number such as 100 times.
Another way is to check a condition of the popuwlati such as measuring convergence
conditions of the population or the evolution pexgges in each generation and then, terminate
the GA running if the results are met the conditid¢towever, the disadvantages of the former
way are uncertainty of meeting the best or glolmineal solution at the terminated generation
or large computing costs if bigger stopping nunibejiven. For the latter way, it is difficult to
identify the adequate measuring conditions, whialiegan each optimisation problem. In this
paper, the SGA employs the combined terminationegyathat stops the GA running when the
best solution has not changed 10 times after exceeding efipeetigeneration numbers such as
100 times.

PART B: EXPERIMENTAL VALIDATION

In Part A the concepts and the technique for sghaptimisation problem of shipbuilding
blocks in the PE Area have been conceived usinggémdusly developed Spatial Genetic
Algorithm Technique. The developed computer codiested for its competence and various
sets of data experimented. The procedure of the experimbustisated in Fig 4.8.

4.8 Conditions of Experiments

SAVE to the
Link to the | 3| chromosome datg
BL Code file

DEFINE l

« jteration Number

Open the block data

A 4

+ Mutation percentage Link to Open
Eégzte < (Pm) —  scAfile [€ chror_nosome
« Crossover percentage filn

l (Pc)

The Resultant SAVE the file in to
graphical block Excel format for the
arrangement pattern is Analysis and to
displayed seek expert advice

Fig 4.8 Procedure of the Experiment
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There 30 finished blocks to be allocated in thea8Ehas to wait for their respective erection
sequence to come. The Pre- Erection Area at thet Sieipyard is 150 m x 80 m. The finished
blocks have to be assigned a place. This placement has tecagezkin the best possible way.

The experiments are conducted with the following condstion

Number of blocks = 30
Geometrical Constraints:
Length of PE Area =150 m
Width of PE Area =80 m
Number of iterations = 3000
Probability of Mutation = 0.3
Probability of Crossover = 0.7

Table 4.1 Block Dimension input data

p1(0) (21,20)

p2(1) (21,20)

p3(2) (18,20)

p4(3) (18,20)

p5(4) (18,20)

p6(5) (18,20)

p7(6) (21,21)

p8(7) (21,21)

p9(8) (21,21)

plo(9) | (21,21)

pl1(10) | (21,21)

pl2(11) | (21,21)

p13(12) | (21,21)

pl4(13) | (21,21)
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(21,21)
p15(14)

pl6(15) | (21,21)

pl7(16) | (22,23)

p18(17) | (22,23)

p19(18) | (22,23)

p20(19) | (22,23)

p21(20) | (22,23)

p22(21) | (22,23)

p23(22) | (22,23)

p24(23) | (19,23)

p25(24) | (20,13)

p26(25) | (19,12)

p27(26) | (18,14)

p28(27) | (18,14)

p29(28) | (18,12)

p30(29) | (18,14)

p31(30) | (18,14)

p32(31) | (18,14)

The experiments are performed using the live shipydock data to argue the competence of
the proposed algorithm. The best placement bloadngament sample will be characterized by
the area that is not occupied after placing the blocks.arbeais referred to as scrap area.

74



Once the conditions are set and the live shipyath Table 4.1) is being fed into the
developed system. This algorithm is tested with d@ispect ration based method and the
comparative results are obtained.

4.9 Aspect ratio based method

The aspect ratio based method is applied hereesting and it is popularly known for
graphical optimization. Many of the research havenbeonducted using this algorithm for the
placement optimization. In this mechanism blockswegghted in the ascending order of its
aspect ratio and placed using BL algorithm in the PE area.tHemweights are given as per the
aspect ration of the block unlike the genetic athor way. The codes has been prepared and
tested for its competencies.

4.10 Compar ative Results

The comparative result analysis was made and thiarations are giving here under with the
use of Fig 4.9 and Fig 4.10. The current methods asedlly involved with the conventional
trial and error method done by most experiencedineegs in the production-planning
department of the shipyard.

File(F) Edit (E) View (V) Abouk(H) Start
D=d s @[S
|\Naste Rate : 10.16%

D: 15 i D:13 ID: 4 D: 6
1D: 7 ID: 27
1D: 24
1D: 23 D: 8 D: 18 it 1D: 16 1D: 22
ID: 17
. I
ID: 26
D: 3 .
ID: 19 D: 11
D:14 ID: 5 D: 9
. - | ID: 1
ID: 30
ID: D ID: 12 D: 21 ID: 2 ID: 10
ID: 25 1D: 28

[The Best Fit Permutation Order: 25 0 12 21 2 10 28 1 30 3 14 5 19 11 9 26 23 17 8 18 20 16 22 15 24 7 13 4 6 27 29 31

Fig 4.9 Genetic Algorithm based block Placement methodtsesu
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File(F} Edit(E) Wiew (V) About(H) Start

b=l E & ?
‘Waste Rate : 16.61%

1D:31 ID: 25
ID:9 ID: § ID: 22 1D: 18

ID: 6 1D: 8

B D: 12 ID: 23 ID: 17
ID: 28 ID: 27

ID: 16 ID: 20 ID: 11 ID:14 D:13
1D: 30 ID: 29

ID:10 1D:1 1D: 3 D:7 ID: 15
1D: 26 ID: 24

The Best Fit Permutation Order: 10 1 26 3 24 7 15 16 30 20 29 11 14 13 12 23 1727 8199528 6 31 25221842 21 0

Fig 4.10 Aspect- Ratio based block Placement method results

This kind of approach is very tedious and at theeséime consumes lot of labour to take the
decisions yet failing to make percentage decreaieispace wastage in the yard. As the name
signifies in trial and error method there is norgutee of the better results since the numbers
of blocks are high in number, thus the placementpsescould be very large in number. The
placement sample for ‘n’ blocks would be n! Ddses its complications. Therefore a genetic
algorithm based approach is implemented as described prefrious sections and adopted and
the results are compared with Aspect ratio basatiodethat is also recommended to be used
as per the available literatures. In order to arthee competence of our hybridized genetic
algorithm based method this method has been coohpetke the conventional trial and error
method and the Aspect ratio based method.

While observing the shipyards live data the obdemahas been made that on an average
wastage of 25% area in the PE erection Area leatdingigh load fluctuation in the spatial
occupancy. Therefore the research has been perfdonget the better results and comfortable
way for the user. The experiments on the proposgaritim shows the Aspect ration based
method produces the 18.61 % spatial area wastageappiiieation of genetic algorithm gives
the considerable good results of 10.16% wastage of spalassies computational expense.
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CHAPTERS

CONCLUSIONSAND FUTURE WORK

5.1 Conclusions on Erection Sequence Network

The technique argued here has been implemented and has produced convincible results. The
system developed updates the block data list once the best fit chromosome is produced
Open/Load Block Data and Pitch Data. The saved changes into the excel spreadsheets for MIS
analysis. The developed scheduling agorithm has generated optima schedule and candidate
block set. This contribution has illustrated a forecasting scheduling application at the PE area.
The PE area has been studied by performing various experiments and an observation has been
made which shows the credible improvements in the load balancing with adjustment of the
fluctuations in the load. The developed erection sequence generator program is capable of
handling any desired number of blocks required in a shipbuilding process with multiple project
and database modifications facilities. It is presumed that the shipbuilder will find this proposed
algorithm for the application on their specific cases.

The developed erection sequence generator program is capable of handling any desired number
of blocks required for ship building, with multi tasking abilities, database modifications facilities
for customizing and producing the network related solutions has been developed. This software
is successfully clubbed up with virtual shipyard interface. This could produce self explained
graphical color output of the spatial layout of pre-erection area, which helpsin reconsidering and
give proper MIS to take concerned corrective actions and further optimizing the block flow
pattern. The main advantage of such efforts is that without any additional investment in man and
machine, an eventually stupendous erection network working strategy is evolved. A little
modification can help the system to perform well in other related complex scheduling networks.

5.2 Conclusions of Genetic Algorithm on Spatial Arrangement Problem

Especidly, the developed product data model helps shipbuilding industry to systematically
categorize the complex structures of the product data handled during the life cycle of a ship
under construction. The model is of high relevance for realizing information technological
solutions as well as improving the information and communication structures of shipbuilding
projects.

With the suitable communication structure hosted by a communication platform, clearly
distinguished construction and design tasks can be transferred to floor or  system operators for
fulfilling these tasks. The results of the work of these network partners concerning their work
packages have to be re-transferred to the coordinating the shipbuilding project that integrates
these results into the overall context.

As previously stated the objective of this current two-year project is to provide proof-of-

concept relating to the establishment of a distributed problem-solving environment involving a
coupled data modelling component and an optimization component. An initial architecture
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involving time and space has been developed and results so far support the feasibility and
potential utility of this distributed problem solving approach. A stand-alone demonstrator has
provided an indication of further system requirements during the initial development stage.

78



CHAPTER 6

REFERENCE

[1] Adamowicz, M., and Albano, A., "Nesting two-dimensadshapes in rectangular modules”,
Computer Aided Design 8, (1976) 27-33.

[2] Baker, B.S., Coffman, E.G., and Rivest, R.L., "Orthoggradkings in two dimensions",
SIAM Journal on Computing 9/4 (1980) 846-855.

[3] NeliBen, J., "Die Optimierung zweidimensionaleuschnittprobleme”, Schriften zur
Informatik und Angewandten Mathematik Nr. 150, RWTH AacH&91.

[4] Terno, J., Lindemann, R., and Scheithauer, Zaschnittprobleme und ihre Praktische
L6sung, Harri Deutsch-Verlag, 1987.

[5] Fogel, L.J., Owens, AJ., and Walsh, M.Artificial Intelligence through Smulated
Evolution, Wiley, New York, 1966.

[6] Fogel, D.B., System ldentification through Smulated Evolution:A Machine Learning
Approach to Modeling, Ginn, Needham Heights, MA, 1991.

[7] Fowler, R.J., Paterson, M.S., and Tanimoto, St. L., itGgdtpacking and covering in the
plane are NPcomplete'hformation Processing Letters 12/3 (1981) 133-137.

[8] Garey, M.R., and Johnson, D.&gmputers and Intractability, A Guide to the Theory of
NP-Completeness, Freeman, New York, 1979.

[9] Goldberg, D.E.Genetic Algorithms, Addison-Wesley, Reading, MA, 1989.

[10] Haims, M., "On the optimum two-dimensional allboa problem”, Ph.D. Dissertation,
Dep. of Elec. Engrg., New York University, 1966.

[11] Hadms, M., and Freeman, H., "A multistage solutidrthe template layout problem",
|EEE Transactions on Systems Science and Cybernetics 6 (1970).

[12] Holland, J. Adaptation in Natural and Artificial Systems, Michigan Press, 1975.

[13] De Jong, K., "An analysis of the behavior of sslaf genetic adaptive systems", Doctoral
Dissertation, University of Michigan, 1975.

[14] Mehlhorn, K., Data Srructures and Algorithms 3, EATCS Monographs on Theoretical
Computer Science, Springer-Verlag, Berlin, 1986, 88.

[15] Michalewiez, Z. Genetic Algorithms + Data Structures = Evolution Programs, Springer-
Verlag, Berlin, 1992.

[16] Brown, D.J., "An improved BL lower bound’hformation Processing Letters 11/1 (1980)
37-39.

[17] Rechenberg, I., "Cybernetic solution path of apegimental problem", Roy. Alter. Establ.,
Libr. Transl. 1122, Hants, Farnborough, 1965.

[18] Rechenberg, I.Evolutionsstrategie: Optimierung Teehnischer Systeme nach Prinzipien
der Biologischen Evolution, Frommann-Holzboog, Stuttgart, 1973.

[19] Schwefel, H.-P.,Numerische Optimierung yon Computer- Modellen mittels der
Evolutions-strategic, Volume 26 of Interdisciplinary Systems Researchkiffiuser. Basel,
1977.

[20] Schwefel, H.-P.Numerical Optimization of Computer Models Wiley, Chichester, 1981.
[21] Shamos, M.l., and Hoey, D., "Geometric intersectioobfems”, in:Proe. 17th 1EEE
Annual Symposium Foundation of Computer Science, 1976, 208-215.

[22] Sleator, D.D.K.D B, "Times optimal algorithm fgrackaging in two dimensions",
Information Processing Letters-10/1 (1980) 37-40.

79



[23] Coffman, Jr., E.G., Garey, M.R., and Johnson, D.S.pfé&mation algorithms for bin-
packing - An updated surveyApproximation Algorithms for Computer System Design, 1984,
49-106.

[24] Back, T. and H. P. Schwefel (1993). An overview edfolutionary algorithms for
parameter optimization. Evolutionary computation-lpp 1 — 23. Institute of Physics
Publishing, Bristol, UK

[25] Gen, M. and R. Cheng (1997). Genetic Algoritrand Engineering Design. John Wiley &
Sons, New York, USA.

[26] Goldberg, D. E (1989). Genetic Algorithms in sdarOptimization & Machine Learning.
Addison-Wesley Publishing Company, Wokingham, USA.

[27] Grefenstette, J. J (1986). Optimization of ConfParameters for Genetic Algorithms.
IEEE Transactions on Systems, Man, and Cybernetics 16: pp2B22

[28] Holland, J. H. (1975). Adaptation in Natural andtificial Systems. Ann Arbor,
University of Michigan Press, USA.

[29] Jakobs S (1996). On genetic algorithms forgheking of polygons. European Journal of
Operational Research 88, pp 165-181.

[30] Michalewicz, Z (1996). Genetic Algorithms + DaS®iructures = Evolution Programs.
Springer-Verlag Berlin Heidelberg, Germany.

[31] Kim, Y.-H. and S. Openshaw (1999) Developing riylintelligent location optimisers for
spatial modelling in GIS, 11th European Colloguiwon Quantitative and Theoretical
Geography, 3rd - 7th of September, Durham, England

80



	Chapter 1 Introduction
	1.1 Problem
	1.2 Business Case
	1.3 Implementation
	1.4 World Shipbuilding Faces Over-Capacity
	1.5 Looking Forward Scheduling Algorithm
	1.6 Spatial Scheduling
	1.7 Overview of Shipbuilding Process
	1.8 Motivation and Objectives
	1.9 Dissertation Organization

	Chapter 2 Background and Related Work
	2.1 Introduction
	2.2 Erection Network Problem
	2.2.1 Ship Product Modeling
	2.2.2 Agent-Based Modeling and Control of Marine Supply Chains
	2.2.3 Modeling and Solving the Spatial Block Scheduling Problem in Shipbuilding Company
	2.2.4 Development of Repeatable Interim Products Utilizing the Common Generic Block Concept
	2.2.5 Design and Implementation of a Multi-Use Manipulator System to Improve Shipyard Manufacturing Processes
	2.2.6 Optimization of Block Erection Using a Genetic Algorithm
	2.2.7 Resource-Constrained Shop-Level Scheduling in a Shipyard

	2.3 Spatial Arrangement Problem
	2.3.1 A Spatial Scheduling System and its Application to Shipbuilding: DAS-CURVE
	2.3.2 A spatial scheduling application at the block paint shop in shipbuilding: the HYPOS project
	2.3.3 Developing scheduling systems for Daewoo Shipbuilding: DAS project


	Chapter 3 Design of Looking Forward Algorithm
	3.1 Background and Master Schedule
	3.2 Detailed Planning - Network Analysis
	3.3 Network Construction
	3.4 Time Calculations
	3.5 Solution Approach
	3.5.1 Describing the Approach
	3.5.2 Terminologies and concepts

	3.6 The technical analysis
	3.7 Understanding the Use of MA in Stock Market
	3.7.1 The trend, the support and the resistance
	3.7.2 Volatility
	3.7.3 Bringing the Stock market Idea to Shipbuilding Block movement

	3.8 Shipbuilding Blocks for erection
	3.9 Experimental results on block data
	3.10 Parameters
	3.11 Conditions for Implementation
	3.12 The Live Shipyard Scheduling In the Tandem Shipbuilding Process
	3.12.1 Semi-Tandem Shipbuilding process

	3.13 Experimental Results of two ships- Simulations

	Chapter 4 Genetic Algorithm for Optimal Ship Erection Block Arrangement in Pre Erection Area of a Shipyard
	4.1 Introduction
	4.2 Spatial Genetic Algorithm
	4.2.1 Introduction
	4.2.2 The Problem

	4.3 Bottom-Left heuristic
	4.4 Initialization
	4.5 Crossover and mutation
	4.6 Selection
	4.7 Termination Criteria
	4.8 Conditions of Experiments
	4.9 Aspect ratio based method
	4.10 Comparative Results

	Chapter 5 Conclusion and Future works
	5.1 Conclusions on Erection Sequence Network
	5.2 Conclusions of Genetic Algorithm on Spatial Arrangement Problem

	Chapter 6 References

