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ABSTRACT

Nonlinear Control and AI-Driven Strategies for Enhancing Performance
in Permanent Magnet Synchronous Motor Drives

Muhammad Usama

Advisor: Prof. Jaehong Kim, Ph.D.

Department of Electrical Engineering

Graduate School of Chosun University

This thesis presents adequate control strategies for PMSM drive control. Different

control schemes have been proposed over the years to enhanced control

performance of motor drive system. In past the most of the control strategies

are based on traditional linear control scheme that is proportional-integral(PI)

control for cascaded control design of motor drive. PI controls are still employed

in industrial application due to there simplicity and easy to implement. But

due to nonlinear nature of power electronic systems with multiple inputs, and

outputs the performance of PI can easily be degraded under disturbance or

parametric variations. Moreover, PI controllers are suitable for linear systems

with unconstrained control problems. The controller performance is highly

dependent on plant model, where they are tuned for excellent performance

within narrow working operating range, thus possessing excellent closed-loop

performance is still challenging. To overcome this challenge the meta-heuristic

approaches are implemented in this work to tune control parameters without

need of the plant model. However, over the wide operating range the dynamic

performance is still poses practical challenges.

In recent years, there is remarkable advancement in control strategies for

Permanent Magnet Synchronous Machine(PMSM). Nonlinear control designs

x



are implemented to enhanced the closed-loop control performance and provide

robustness in transient and steady-state working operating conditions. Also,

nowadays AI-based control strategies are emerging at fast-pace for the

development of intelligent control design. Moreover, these control design are

capable of handling system nonlinearities and constraints with effective manner.

Furthermore, these intelligent control design doesn’t require prior knowledge

of plant model as well as computationally less expensive then some nonlinear

control strategies because the training of the network is done offline and the

trained network is implemented online.

This thesis is divided into two parts. The key motivation behind the design

of control strategies and the implemented control strategies in the literature are

presented in the first part. Furthermore, the modeling of mathematical model of

the motor drive implemented in this thesis is presented in detail. The second part

presents the design and application of advanced control strategies for excellent

dynamic performance of motor drives, and is divided into three chapters. The first

chapter demonstrate the optimization algorithm to fine tune the linear controller

gains for efficient dynamic performance without the need of plant model. The

model independent tuning approach give optimized linear control superiority over

traditional linear control. The second chapter is devoted to the design of advanced

nonlinear control for the application motor drives. The chapter will demonstrate

the reaching law sliding mode control for enhanced dynamic performance

at low speed operation with effective compensation technique. This provided

approach ensure excellent speed tracking performance and remain robust in

presence of uncertainties and mitigate the undesirable high-frequency chattering

resulting from the rapid mode switching within the control system, which aims to

maintain the state on a predefined sliding surface and consequently causes abrupt

and oscillatory fluctuations in the control input. The third chapter address the

application of Artificial intelligence(AI) for motor drive system. Some state of

xi



the art control design are proposed that can replace Linear or non-linear control

design and give excellent performance without prior expert knowledge. Finally,

this thesis thoroughly evaluates motor drive performance using a combination of

experimental and simulation-based tests. The presented test results help improve

motor drive systems by demonstrating exceptional performance features.
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한글요약

비선형제어및 AI기법을활용한영구자석동기
전동기구동성능향상

우사마무함마드

지도교수:김재홍

전기공학과

대학원,조선대학교

이 논문에서는 영구자석 동기기(permanent magnet synchronous machine,

PMSM)의 제어 특성을 향상시키기 위하여, 비선형 제어 및 인공지능(artificial

intelligence, AI)기법을활용한제어전략을제시한다.현재까지영구자석동기

모터의운전을위해서는대부분비례-적분(PI)제어기를활용한선형직렬제어

방식을 사용해왔다. PI 제어는 단순하고 구현하기 쉽기 때문에 여전히 산업용

애플리케이션에서사용되고있지만구동인버터의비선형성으로인해외란또

는파라미터변화에따라 PI제어기의성능이쉽게저하되는문제가있다.또한

PI 제어기는 포화특성이 없는 선형 시스템에 적합하다. 제어기의 성능은 플랜

트모델에의존적이며좁은범위내에서우수한성능을위해조정되므로넓은

운전영역에서 훌륭한 폐루프 성능을 유지하는 것은 어려운 과제이다. 이러한

문제들을극복하기위해이연구에서는 meta-heuristic approach를구현하여정

확한플랜트모델없이도제어파라미터를조정할수있는방법을제시한다.

지난몇년동안 PMSM제어전략에괄목할만한발전이있었다.비선형제

어설계를통하여폐루프제어성능을향상시키고과도상태및정상상태동작

조건에서 강인성을 높이려는 노력들이 이어져왔다. 또한 최근에는 지능형 제

어설계개발을위해 AI기반제어전략들이빠른속도로소개되고있다.이러한

제어설계 기법들은 시스템의 비선형성 및 제약 조건을 하에서 시스템을 효과
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적으로구동할수있게해준다.뿐만아니라지능형제어설계는플랜트모델에

대한 사전 지식이 필요하지 않으며 네트워크의 학습이 오프라인에서 이루어

지고학습된네트워크가온라인으로구현되기때문에일부비선형제어전략에

비해실시간계산에대한부담이덜하다.

이 논문은 두 부분으로 구성된다. 첫 번째는 제어전략 설계의 주요 동기와

문헌에서구현된제어전략들을소개하고 PMSM드라이브의수학적모델링에

대해자세히설명한다.두번째는 PMSM드라이브의우수한동적성능을위한

고급 제어전략의 설계 및 적용 방법을 제시하며, 총 3개의 장으로 구성된다.

첫번째장에서는플랜트모델없이선형제어기이득을미세조정하는최적화

알고리즘을제시한다.이 model independent tuning approach는기존선형제어

튜닝방식보다우월한동적성능을제공한다.두번째장에서는 PMSM드라이

브를위한고급비선형제어기법을제안하며,제안된제어전략은 reaching law

approach기반의 sliding mode control을이용한다.세번째장에서는 PMSM구

동시스템에대한인공지능(AI)의적용에대해다룬다.선형또는비선형제어

설계를대체하고사전전문지식없이도우수한성능을제공할수있는몇가지

최첨단제어설계기법을제안한다.마지막으로실험및시뮬레이션을통하여

제안된 기법들의 적합성을 평가하며, 제시된 테스트 결과들을 통하여 제안된

제어 설계 기법이 PMSM 구동에 있어서 향상된 동적 특성을 보여줌을 증명

한다.
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I. INTRODUCTION

As the importance of energy efficiency and sustainability has increased

across several industries, there has been an increase in the need for efficient

electric motor drives. The inherent benefits of permanent magnet synchronous

motors (PMSMs), such as their high power density, small size, and excellent

controllability, have made them an attractive choice. PMSMs are used in various

industries, including industrial automation, water pumps, clean energy systems,

CNC machines, electric vehicle drive systems, etc. However, it is crucial to

develop controls that maximize the dynamic performance of PMSMs in order

to realize their potential fully.

The dynamic performance of PMSMs refers to their ability to precisely

and quickly react to changes in operating conditions, such as load perturbation

and reference control inputs. The dynamic performance of the motor drive

can be affected by system Non-linearities, parameter uncertainties, and external

disturbances. Ineffective control design may lead to problems such as poor

reference tracking performance, higher total harmonic distortion and torque

ripple, steady-state error, and bounded disturbance rejection, which can affect

the overall dynamic system performance. Therefore, this thesis investigates and

develops control strategies that address these challenges and enhance the dynamic

performance and reliability of PMSMs for industrial applications.

A. Optimization Strategies

The closed-loop control performance of the control system highly depends on

how well the controller parameters are tuned. Excellent disturbance rejection,

stability, durability, robustness, and good tracking response without being easily

impacted by noise are the main characteristics of a well-tuned controller [1].

Classical tuning technique does not provide the required control performance

compared to optimization control tuning technique, which are independent of

1



plant model and can aid in solving problems that include multiple objectives,

nonlinear constraints, and nonlinear dynamic properties [2]. Optimization-based

tuning techniques, such as metaheuristic algorithms, are the best replacement

for traditional tuning techniques as they can handle significant complex

problems with reduced computational complexity. Moreover, simulation-based

optimization poses three major concerns: an algorithm’s effectiveness, the

statistical simulator’s accuracy and precision, and adequately choosing the

appropriate methodologies for the specific problem. According to [3], several

optimization algorithms are studied in the literature, but not all provide suitable

solutions for all issues. Thus, this thesis will study the most effective optimization

strategy with reduced computational complexity and excellent drive response.

In this thesis, the main objective of employing the optimization technique is

to have optimal gains for speed control of PMSM. Nature-inspired metaheuristic

algorithms such as PSO, CS, and Jaya optimization are utilized to tune the

gain parameters and provide dynamic speed response. Metaheuristic algorithms

provide optimal solutions by overcoming nonlinear constraints or system

nonlinearity. Moreover, effectiveness in solving complex systems and good

efficiency in optimizing the controller for providing excellent closed-loop

performance lead to a hot topic in optimizing parameters in the control design

of PMSM drives. By employing the optimization algorithm for gain tuning

of the controller, it is feasible to obtain optimal gain parameters that provide

reduced overshoot, less steady state error, fast rise time, and robustness against

the external torque.

Additionally, the contribution of this work specifically includes:

(a) Application of metaheuristic approach for control design of PMSM

(b) Comprehensive study of the computational complexity of applied

metaheuristic approach

(c) The applied metaheuristics approach is independent of the plant model; hence

2



accurate plant model parameters are not required for designing speed control

(d) A detailed code is provided in Appendix to aid future metaheuristic

practitioners for further research studies

(e) This section is based on [4]

B. Advanced Control

A vector control strategy is widely employed in motor control and typically

has a cascaded control design with internal PI current control and outer PI

speed control loop [5]. The bandwidth of the inner current control loop is larger

than the outer speed loop. PI controllers’ performance usually degrades due to

nonlinear complex systems, parametric perturbation, and external disturbance,

leading to unstable response and reduced performance efficacy. To overcome

these challenges, a nonlinear control structure is adopted that handles system

nonlinearities and suppresses the effect of parametric variation [6], [7].

In this chapter, a nonlinear control design employing an SMC for the

enhanced system’s dynamic response is proposed. By employing the proposed

control strategies, we can enhance the dynamic performance of PMSM at a

standstill and transient conditions at low speed operation conditions, that are

usually sensitive to adversarial disturbance. Moreover, the current harmonics, the

torque ripple, the speed rise time, overshoot, and steady-state error are reduced

in the proposed designs. In addition, the control efficiency and immunity to

external disturbance and parametric variations are verified and compared with

conventional control design. Thus, the main contribution of advance control

design specifically includes:

(a) For the improved dynamic performance of IPMSM drives, the nonlinear

cascaded control design is proposed and compared with traditional control design

(b) To enhance speed smoothness during low-speed operation of IPMSM
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drives, the research offers an efficient compensating technique. The goal of this

technique is to suppress the inherent torque ripple and speed oscillations that

usually exist at low speeds.

(c) This section is mostly based on [8]–[10]

C. AI-Driven Control Strategies

Recently, the development of artificial intelligence-based control strategies for

power electronics has marked an exceptionally fast-paced era of AI. The interest

in data-driven strategies for motor drive control has gained much attention among

the research community in recent years. With advancements in semiconductor

technology, powerful computing platforms, and data availability, AI-based

control schemes are anticipated to become increasingly popular for the high-

performance control of motor drives [11].

In this thesis, state-of-the-art AI-driven control strategies are explored for

the high performance of PMSM. Machine learning is the subset of AI and

is categorized into three branches; (a) Supervised learning, (b) Unsupervised

learning, and (c) Reinforcement learning (RL). Supervised learning will solve

the multi-class classification problem at each time step to predict the optimal

switching states of the inverter, resulting in reduced harmonics and excellent

closed-loop performance. In addition, a novel current control employing deep

symbolic regression to derive numerical expressions for the voltage reference

is proposed, eliminating the need for any linear or nonlinear control, and the

problem associated with parameter tuning and perturbation will be addressed.

The main contribution of this section is listed as:

(a) Model-free predictive current control utilizing a feedforward neural network

is proposed with minimum features

(b) The network is trained offline, employing supervised learning to learn the

responses of the FCS-MPCC under varied operating conditions
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(c) The optimal current controller providing the analytical expression for the

voltage references is proposed

(d) This section is mostly based on [12], [13]
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II. Background Study

A. Literature Review

As the greenhouse effect becomes a severe concern, electrical machines’ efficacy

and reliability are more crucial than ever. The rise in need for decarbonization and

the recent reduction in permanent magnet material cost and reduced greenhouse

gases emission makes PMSM the best choice to be utilized in home appliances

and industrial applications such as refrigerators, cooling fan washing machines,

robots, electric vehicles, servo drives, high-speed train, airplane, traction, etc.

[14], [15]. PMSM exhibits many advantages as compared to induction machines,

such as they offer low inertia, high torque density due to high field strength, the

motor size is reduced, high efficacy, no copper loss of rotor winding, and, most

importantly can, incorporate reluctance torque in the field weakening range, that

makes it suitable to designed for constant power speed range [16], [17].

Based on back EMFs, PM motors can be divided into two general categories.

One category exhibits square or trapezoidal back EMF known as brushless DC

motors, while the other exhibits sinusoidal back EMF, known as PMSM. The

configurations of the magnets, cavities, and coil windings all influence how the

back EMF patterns take shape [18]. For high electric machine performance,

precise control and reduced ripples are essential. BLDC lacks precise shaft speed

control as it employs trapezoidal back EMF and utilizes sensors feedback for

commutation, which causes speed fluctuations and torque ripple, but still, if

precise speed control is not essential, then BLDC can be utilized. However, due to

sinusoidal back EMF, the PMSM gives precise speed control essential for high-

performance applications. Excellent control efficiency, wide speed operating

range, and high power density make PMSM a viable choice for industrial

machinery so far [19]–[21].

Around this time, various control strategies have been proposed for optimal
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control of PMSM. For efficient and stable drive response, control techniques play

a critical role in regulating the position, speed, and torque of PMSM. PMSMs

have been effectively controlled using conventional techniques like scalar and

vector control. These techniques offer fundamental control capabilities, but they

might not be able to keep up with the needs of contemporary applications, which

seek improved performance [22], [23].

PI controllers are still the most favorable choice for industrial applications.

These controllers are easy to implement and have simple design and reliability

characteristics. However, for robust dynamic performance, the accurate parameter

should be known; otherwise, it will have a sluggish response and steady-state

error. Adjusting a PI controller’s settings to prevent failures and provide excellent

transient performance has grown increasingly challenging in recent years due to

the complexity of plant operations. To overcome these issues, much work has

been done to tune the controller parameters offline and online optimally. The

tuning methods are classified into two categories: (a) Classical tuning strategies

and (b) Optimization tuning strategies. Classical techniques are based on making

assumptions about plant models and desired output. These techniques are

computationally inexpensive and easy to use. However, the results are based on

assumptions and hence, needed further tuning[24], [25]. In contrast, optimization

techniques require the use of data modeling and optimization of decision

functions to numerically tune the controller parameters [26]. The performance

of controller gain tuning highly depends on decision function. However, to deal

with model nonlinearities, the optimized PI control lack robust performance,

and to have high performance electric machine the nonlinear control design

have been proposed over the years for better working operations. Numerous

control structures have been proposed employing the predictive technique, sliding

mode control, fuzzy-based control, and observer-based design [27]–[29]. Low

sensitivity to parametric perturbation and strong disturbance rejection are the
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main features of SMC. However, chattering is a significant concern for SMC

that causes low accuracy and can damage the motor. Moreover predictive control

emerges as an excellent control technique that can handle nonlinear constraint and

provide a robust response; however, variable switching frequency cause diffused

harmonic spectrum. In addition, the performance of the predictive control strategy

highly depends on model parameters [30], [31]. Thus, to deal with this problem,

cascaded improved nonlinear control designs are proposed, and the robustness

is verified by doing a comparative study with conventional nonlinear design [8],

[10], [32].

Recently, the application of AI in power electronics gradually advanced with

the emergence of machine learning which become an important research field for

control, estimation, fault diagnoses, and tolerance in motor drive [33]–[35]. The

data-driven approach is considered to be a viable choice in academia. Big data

has become more widely accessible, which has driven the development of ever-

more-powerful computer systems, and ML has effectively solved many issues

that were formerly impossible to overcome. This is especially true for natural

language processing using the Transformer architecture and computer vision

with the CNN[36], [37]. Numerous real-world ML applications have already

been implemented, including entertainment, health care, identifying fraud, AI-

powered assistants, and self-driving vehicles [38], [39]. Despite technological

advancements, it was also noted that commercial uses of neural networks in

power electronics appear to be very few at this time. It is important to note that

the primary barrier to ML applications in electric machine drives continues to be

hardware constraints. The high-frequency update rate is significantly challenging

for ML applications in motor drives as the update frequencies are in the range of

10KHz for electric machines, whereas just 10Hz for real-time video processing

ML applications [40], [41].
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B. Thesis Objective

This thesis explore and exploit different control strategies to enhance the

performance of PMSM in wide operating conditions. Initially, the gain tuning

method is explored to aid researchers in selecting optimization techniques

in motor drive applications. The impact of the optimization technique on

control performance is evaluated in-term of speed regulations and computational

complexity, and parameter dependence of the optimization algorithm is

presented. In addition, the nonlinear control strategies are proposed to suppress

the effect of the nonlinear motor model and can handle nonlinear constraints.

Furthermore, the proposed control designs are compared with the state-of-art

method, and performance efficacy is verified. Finally, artificial intelligence-driven

techniques are exploited for regression, classification, and prediction of control

variables for performance enhancement. AI-based methods can handle complex

systems and provide robust performance against parametric perturbation and

independent of the plant model.

This thesis is organized as follows: The first part presents the overview

presented in Chapter I. The literature review and thesis goal are mentioned in

Chapter II. The mathematical model of the PMSM is described in Chapter III. The

second part of the thesis presents the insight and design of control strategies. In

Chapter IV, the optimization strategies are provided, whereas Chapter V explores

the design of advanced nonlinear control. Furthermore, Chapter VI exploits the

application of AI in motor drives. Finally, the conclusion of the thesis and an

outlook for future work is given in Chapter VII.
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III. Mathematical Modeling of PMSMs

Permanent Magnet eradicate the use of field exciting coils and slip ring for current

conduction. Because of no field winding inside the rotor, PM motors have low

inertia. The size of the motor is reduced due to high field strength. Moreover,

as there is no copper loss of the secondary winding, the PM motors offers high

efficacy and dynamic performance than induction machines [15].

ai
bi
cidcV

1S

2S

3S

4S

5S

6S

a
b

c

2L3P Inverter Circuit

 PMSM

Figure 1: Three-phase two-level VSI-fed SPMSM.

For industrial applications, a VSI is the best choice because it is simple to

design and is economical. The pictorial depiction of the two-level three-phase

inverter connected to the PMSM is given in Figure 1.

This chapter describes the dynamical modeling and analysis of a PMSM. The

three phase model of PMSM is transformed in to rotating reference frame by

employing the well known park transformation. By utilizing this modification, the

motor’s steady-state AC signals are converted into DC values, which are simpler

to compute and control.
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A. Electrical Model

In a three-phase coordinate system, the voltage equation of PMSM in space vector

form is derived as follows [15]

v̄s = Rsīs +
dψ̄s

dt
(1)

where v̄ is the the space vector of stator voltage, Rsīs is the voltage drop across

stator resistance, and dψ̄s
dt is the induced voltage due to varying magnetic flux

which is obtained as:

ψ̄s = Lsīs +λme jθe (2)

where λm is the amplitude of flux linkage of PM, Ls is the sum of mutual and

leakage inductance, and θe is the electrical angles. Taking the derivation of (2)

we get:

dψ̄s

dt
= Ls

dīs
dt

+
dλme jθe

dt
(3)

= Ls
dīs
dt

+ jωeλme jθe (4)

substituting (4) into (1), the voltage equation of PMSM in vector form is obtained

as

v̄s = Rsīs +Ls
dīs
dt

+ jωeλme jθe (5)

By employing Park’s transformation, dq−axis voltages are derived as:

vd = rsid +Ld
disd

dt
−ωeLqisq. (6)

vq = rsiq +Lq
disq

dt
+ωeLdisd +ωeλm. (7)

The electromagnetic torque of the motor can be obtained from:
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Te =
3P
2
(λ e

d ieq−λ
e
q ied), (8a)

λd = Lsid +λm. (8b)

λq = Lsiq, (8c)

Te =
3P
2
[λmieq− (Lq−Ld)iedieq]. (8d)

where P is the number of the poles. The value of Ld and Lq are determined by

the motor geometry and arrangements of the magnets [42].

Dq saliency, which causes a difference between Ld and Lq, is a characteristic

of PMSM typologies with inset-mounted or interior-radial magnets. The two

inductance’s can be thought of as equivalent in motors with surface-mounted

magnets, where the saliency is frequently minimal and Ld = Lq = Ls. So the torque

become the function of iq and independent of id that is given as:

Te =
3P
2

λmieq (9)

This means that, with the permanent magnets’ flux remains constant, the

machine’s torque can be adjusted by controlling the q−axis current.

B. Mechanical Model

The mechanical equation of PMSM comprises of electromagnetic torque, load

torque and electrical speed and given as follow:

TL = Te−Bωm− J
dωm

dt
. (10)

where TL is the load torque, ωm is the rotor mechanical speed, and J and B are

the motor inertia and friction coefficient, respectively. The relationship between
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electrical rotor position and shaft speed is given by dθe
dt = ωe.

With the PMSM model established, it will be further utilized for control

system design, performance analysis, and simulation , and experimental studies

to optimize motor performance and efficiency.

C. Modulation Scheme

The selection of an appropriate modulation scheme is a crucial aspect in the

design and implementation of three-phase inverters for PMSM. The selection

of an appropriate modulation scheme directly related with the efficiency, power

quality, and dynamic response of the drive. In recent years, there has been

a growing interest in the development of advanced modulation schemes for

industrial applications to improve efficiency and reduce the harmonic distortion

of the output voltage. Among these modulation schemes, SVPWM have gained

significant attention due to their superior performance characteristics.

In this section we aim to provide comprehensive performance analysis of

SVPWM and Simplified SVPWM. The research aims to provide insights into the

selection of an appropriate modulation scheme for industrial applications and to

help engineers and researchers to design and develop more efficient and reliable

power electronics and motor drive systems.

1. SVPWM

Space-vector modulation has emerged as one of the most significant

PWM techniques for industrial applications today with advancements in

microprocessors. Space vector modulation stands out for its simple digital

implementation and broad linear modulation range for output line-to-line voltages

[43]. The graphical illusion of a voltage vector corresponding to eight available

logic states of VSI is shown in Figure 2. It contains two basic vectors (V0,V7),

13



refV

α

I
II

III

IV
V

VI

1v

2v3v

4v

5v 6v

0v
7v

Figure 2: Voltage vectors produced by a two-level, three-phase voltage source inverter.

also known as zero voltage vectors, having an amplitude of zero, whereas six

active voltage vectors (V1,V2, ...V6) have equal amplitude. Vector magnitudes are

presented with respect to the inverter′s dc supply voltage as given in Table 2.

Table 2: Amplitude of output phase and line voltages at each sector

Sector
Switching Vectors Phase Voltages Line-to-Line Voltage Voltage Vector

n a b c Van Vbn Vcn Vab Vbc Vca Vn

1 1 0 0 2
3Vdc −1

3Vdc −1
3Vdc Vdc 0 −Vdc

2
3Vdc ̸ 0◦

2 1 1 0 1
3Vdc

1
3Vdc −2

3Vdc 0 Vdc −Vdc
2
3Vdc ̸ 60◦

3 0 1 0 −1
3Vdc

2
3Vdc −1

3Vdc −Vdc Vdc 0 2
3Vdc ̸ 120◦

4 0 1 1 −2
3Vdc

1
3Vdc

1
3Vdc −Vdc 0 Vdc

2
3Vdc ̸ 180◦

5 0 0 1 −1
3Vdc −1

3Vdc
2
3Vdc 0 −Vdc Vdc

2
3Vdc ̸ 240◦

6 1 0 1 1
3Vdc −2

3Vdc
1
3Vdc Vdc −Vdc 0 2

3Vdc ̸ 300◦

The basic steps to implement SVPWM for nonlinear loads are given as

follows:

1) To generate the SVPWM switching signals, the generalized reference

voltage in the stationary reference frame is obtained using:

Vα =Vre f ∗ sin(ωt)

Vβ =Vre f ∗ cos(ωt)
(11)

where ω = (2π fc) and f is the fundamental frequency
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2) Calculate the amplitude of the reference voltage vector

Vre f =
√

V 2
α +V 2

β
(12)

3) Calculate the angle of the revolving reference voltage vector.

α = tan−1(
Vβ

Vα

) (13)

4) The reference voltage vector is determined by the identification of the

sector through a revolving reference vector that is sampled once in every Ts

5) Based on the amplitude of the reference voltage vector and the revolving

angle, the dwell time for the active and basic voltage vectors for the n sector is

calculated as:

T1 = Tsma
sin(nπ

3 −α)

sin(π

3 )

T2 = Tsma
sin(α− (n−1)π

3 )

sin(π

3 )

T0 = Ts−T1−T2

(14)

where ma = 3Vre f
2Vdc

SVPWM schemes divide T0 equally between two basic or zero voltage vectors

and apply two active and one zero voltage vector for each sector.

6) Calculate the duration of the zero vector and the switching instants for each

switch

7) Implement the PWM signals for each switch using the switching instants

8) Repeat the process for each sampling interval.
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Figure 3: Calculation of dwell time for n sectors.

2. Simplified SVPWM

Simplified space vector pulse width modulation is a variation of the conventional

sinusoidal pulse width modulation (SPWM) technique, where the reference

voltage waveforms are employed to generate the offset voltages.

Simplified SVPWM produce the SVPWM signals directly by using the

momentary reference phase voltages. The offset voltage is generated by utilizing

the maximum and minimum of three phase reference signal, and this offset

voltage signal is added to the instantaneous reference phase voltage, resulting in

active inverter switching vectors being centred in a sampling time instant, making

SPWM comparable to SVPWM scheme as illustrated in Figure 4. Two steps are

required to implement the Simplified SVPWM approach for driving a two-level

VSI.

a) We first need to measure the three-phase reference voltages. This can be

done by sampling the voltage at each phase of the AC source. Once we have the

voltage samples, we need to determine the offset voltage, which is the average
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Figure 4: offset voltage.

of the maximum and minimum reference voltages. To find the maximum and

minimum values, we can simply compare the voltage samples for each phase and

store the highest and lowest values. Then, we can calculate the offset voltage as

follow:

Vo f f set =−0.5∗ (Vmax +Vmin) (15)

b) The offset voltage is added with the reference phase voltage

The Simplified SVPWM technique offers several advantages over

conventional SPWM, including reduced harmonic distortion, better voltage

utilization, and improved switching efficiency. It also allows for a wider

modulation index range and can generate higher output voltage levels.

Both the modulation schemes are implemented for two level three phase

voltage source inverter fed with RL load having output LC filter. The test

conditions are given in Table 3. The test results are illustrated in Figure 5,6.
Table 3: Simulation test parameters.

Parameter Description Value
Fpwm Switching frequency 10 kHz
Ts Sample time 1µs
L Inductance 0.01H
R Resistance 50Ω

Figure 5 illustrate the waveform of inverter phase and line voltage in linear
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Figure 5: Phase and Line to Line voltage (a and c) Voltages(b and d) Gating Pulses.

modulation range. The gating pulses are also shown. The result waveforms are

a perfect match, providing strong evidence that the simplified implementation of

SVPWM is both feasible and effective in driving a three-phase two-level inverter

with nonlinear load.

Figure 6 illustrate the inverter output with LC filter under same test

conditions. The test result exhibits complete similarity in the transient operation.

This demonstrates the capability of both methods to smoothly handle changes in

voltage and current levels, ensuring stable performance across various operating

conditions. Furthermore, the test results indicate that the total harmonic distortion

against the phase current is also identical for both SVPWM and Simplified

SVPWM. This signifies that both modulation techniques effectively mitigate

harmonic distortions, resulting in cleaner and more reliable power output from

the inverter. To further assess the performance of SVPWM and Simplified

SVPWM, we established an experimental platform using a spindle drive system.
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Figure 6: Inverter Output (a) SVPWM and Simplified SVPWM output(b) RL load with
LC filter.
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Figure 7: Experimental platform.
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(a) SVPWM (b) Simplified SVPWM

Figure 8: Experimental Results: Pole voltage (Ta,Tb,Tc) and phase current .
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(a) SVPWM
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(b) Simplified SVPWM

Figure 9: Experimental Results: Inverter Output (a) SVPWM (b)Simplified SVPWM
output.

The setup includes a 15kW inverter and a 3.7kW spindle motor as illustrated

in Figure 7. The experimental results are presented to highlight Simplified

SVPWM’s advantages over SVPWM in industrial applications in term of ease

of implemetation. In Figure 8, it is observed that the output of both modulation

schemes and the phase current, showing similar responses. Additionally, Figure

9 displays the phase voltages and current signals, which also yield similar

results under identical operating conditions. Finally, Figure 10 depicts a transient

response where the motor speed increases from 0 to 1000rpm, then to 2000rpm

(the rated speed), and returns to zero. Both modulation techniques exhibit the

same performance.

The test results exhibit complete similarity, validating the practicality and

effectiveness of the simplified implementation of SVPWM for driving a three-

phase two-level inverter. Simplified SVPWM has proven to be computationally

cheap, simpler to implement, and straightforward as compared to the state-of-
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Figure 10: Experimental Results: Motor drive response.

the-art SVPWM method, which relies on sector identification and lookup tables

to calculate switching times for each sector. Due to its straightforward nature

and reduced computational complexity, Simplified SVPWM has been chosen and

adopted in this study.
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IV. Optimization Strategies

The control of a system actuated by a PMSM is crucial to its performance.

Model uncertainties and external disturbances are common in industrial control

systems, make existing control theory based on precise models difficult to

apply. Among various control strategies, still PI control is widely employed in

industrial application due to its easy implementation and simplicity in design.

The conventional PI control, on the other hand, has some flaws, such as

large overshoot, slow rise-time, speed ripples and a restricted anti-disturbance

capabilities which even make the system unstable. However due to nonlinear

model of motor drive the effective performance is doubted under adversarial

disturbance. Also they cause unwanted speed overshoot and sluggish behavior

as a consequences of the controller’s gain sensitivity and unexpected variation in

load torque [44], [45]. Accurate variables and system models are crucial for PI

controller efficacy. Therefore, Integral−Proportional controller is implemented

to suppress aforementioned issues. To attain good controller performance, it is

mandatory to manually tune the gain parameters of the controller. Thus, several

novel tuning methods are presented in literature [46]–[48].The classical and

optimization approaches for tuning the gain parameter is shown in Figure 11. In

this work we studied most effective metaheuristic approaches for automatically

offline tune the controller gain parameters for the outer speed loop and analyze the

performance based on minimization of cost or decision function, computational

burden and, speed ripples and transient response of the motor drive. PSO is the

most commonly applied tuning approach in academia but the convergence of

the algorithm need to be improved and for this reason extensive research work

is done to optimize the hyper parameter of PSO algorithm for excellent tuning

performance [49], [50]. To reduce computational complexity CS optimization

is studied in this work. Through the course of the search, Cuckoo Search

frequently keeps a higher degree of population variety. By doing so, the likelihood
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of discovering global optima can be increased and premature convergence to

inferior solutions can be avoided [51], [52]. Moreover, a parameter independent

optimization approach named as JAYA proposed for gain tuning of the speed

controller. For performance analysis ITAE is considered as the objective function

to be minimized. Finally, we compute experimental and simulation results to

show the efficacy of optimization algorithm for gain tuning and verify it by

evaluating rise time, settling time, overshoot and speed ripples for speed control

performance of PMSM.

Gain Tuning Techniques

Classical Techniques

Cohen Coon Approach

Particle Swarm

Chicken Swarm Cuckoo Search

Jaya

BatFirefly

       Grey wolf

Swarm Intelligence
Algorithms

Gain and Phase Approach

Ziegler Nichols Approach

Tyreus-Luyben Approach

Optimization Techniques

Figure 11: An overview of Controller tuning methods.

The block diagram of PI and IP speed controller for PMSM is shown in Figure

12. The closed loop transfer function for PI and IP speed controller is derived as

follow:

GPI(s) =
ωr(s)
ω∗r (s)

=
KpKts+KtKi

Js2 +(B+KtKp)s+KtKi
(16)

GIP(s) =
ωr(s)
ω∗r (s)

=
KtKi

Js2 +(B+KtKp)s+KtKi
(17)
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Figure 12: Block diagram of speed control loop (a) PI controller(b) IP controller.

The denominator of both functions is identical, whereas the numerators are

different. Due to differential operator ′s′ in the numerator of PI controller, by

taking inverse Laplace, it appears that the output of PI is the summation of

speed response of IP control in addition to the derivation of speed response of

IP control [53]. The PI controller has zero steady-state error but has a large

settling time. To reduce settling time, the P gain need to be increased, but it

causes a large overshoot of the system. Moreover, increasing Kp can enhance

tracking performance, it also makes the control system more sensitive to noise

and disturbances. Any small fluctuations or noise in the speed feedback signal

can cause the controller to overreact, leading to oscillations, instability, or even

overshooting of the desired speed. To tackle this issue, IP controller is employed

with P gain in the feedback path, thus, provides lower overshoot and undershoot

at transitions,surpassing the performance of a traditional PI controller. The PI

controller draws a current reference i∗ larger than the IP. In addition, The PI

controller’s proportional action is highly responsive to instantaneous speed errors,

swiftly generating a substantial control action when abrupt deviations occur
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between the desired and actual speeds. This rapid response aims to promptly

correct the error and may necessitate an elevated current reference for the motor

to attain the target speed. In contrast, the IP controller’s dominant integral action

primarily addresses steady-state errors and may exhibit a less immediate reaction

to momentary speed fluctuations, resulting in a comparatively lower demand for

an instantaneous increase in the current reference. To avoid current peaking, the

IP controller is essential for the speed loop of industrial applications. In this

chapter, based on significance of IP controller, it is employed in speed control

loop and optimal methods are presented to tune the gain parameters for excellent

speed control performance of PMSM. The overall structural diagram for the

control design is shown in Figure 13.

IP
*
dqi Current Controller + PWM-VSI

+ PMSM drive

e
dqi pk  ik

Optimization Algorithm

rω*
r r rω ω ω∆ = −

Figure 13: Structural representation of outer loop speed control of PMSM.

A. Cost Function

The cost function is used to quantify the performance of the system and guide

the optimization process. The goal is to minimize the cost function by finding the

optimal values for the IP gains that result in the desired performance criteria.

One commonly used performance criterion in IP gain tuning is the Integral

of Time-weighted Absolute Error (ITAE). The ITAE criterion places emphasis

on the magnitude and duration of the error between the system’s output and the

desired reference signal over time. It is defined as the integral of the absolute

error multiplied by time, given by the following equation:
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ITAE =
∫ T

0
t|ω∗r (t)−ωr(t)|. (18)

Compared to ISE and ITSE, ITAE achieves faster settling time and reduced

overshoot due to its time weighted nature. ITAE considers both the magnitude

and duration of the error, providing a balanced evaluation of system performance.

The main advantage of using the ITAE fitness function is that it provides a

comprehensive measure of the control system’s performance over time, taking

into account both the magnitude and duration of the errors. The absolute error

is used instead of squared error because ITAE fitness function places more

emphasis on large errors, which are usually important for robust closed-loop

control performance.

B. Particle Swarm Optimization

Particle Swarm Optimization is a population−based optimization algorithm

inspired by the social behavior of bird flocking. In 1995, Eberhart and kennedy

first proposed this optimization approach [54]. PSO is frequently employed to

address optimization issues in a variety of industries, including engineering, data

mining, finance, and machine learning.

PSO has been widely employed in several applications of automated control

systems that mainly rely on PID controllers because of its intelligent performance

and simple to employ. In this study, the Particle Swarm Optimization algorithm is

implemented to tune the outer speed loop. The adaptive inertia weight approach

is employed to balance the explorations and exploitation abilities of the swarm

instead of traditional constant inertia weight. The selection of inertia weight is

based on the performance of the algorithm. If the algorithm is rapidly improving,

we choose a quicker drop, but if it is sluggish we choose a slower decline or even

temporarily raise it to stimulate exploration. Furthermore, PSO is used to update
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the velocity of a particle in the search space, which is a vector that represents

the direction and magnitude of the particle’s movement. The velocity update

equation typically has two components: a cognitive component that guides the

particle towards its personal best position, and a social component that guides the

particle towards the global best position found by the entire swarm. The pseudo-

code given in appendix for PSO Algorithm 1 describes the main steps for the gain

selection process. The velocity of the each swarm particle i updated during the

m-th iteration is expressed as follows [55]:

vm+1
i = wvm

i + c1r1(pm
best,i− xm

i )+ c2r2(gm
best− xm

i ). (19)

where: vm+1
i is velocity of particle i at m + 1 iteration, w is inertia weight,

i = 1,2, ...n, m is the current iteration count, vm
i is velocity of particle i at m-

th iteration, c1 is cognitive weight, r1 is a random value in the range [0,1], pm
best,i

is the personal best position of particle i, xm
i is current position of particle i at

m-th iteration, c2 is social weight, r2 is a random value in the range [0,1], gm
best

is the global best position found by the swarm at m-th iteration. The values of

w, c1, and c2 are hyper-parameters that control the balance between exploration

and exploitation of the search space. The values of r1 and r2 are random values

generated at each iteration to introduce randomness into the velocity update

equation.

To evaluate the fitness of each particle, the objective function is evaluated

for the position of each particle. The particles are then updated based on the

fitness evaluation, and the process is repeated until the best solution is found or a

stopping criterion is met. The flowchart representation of implementing of PSO

algorithm for gain tuning of outer speed control loop is shown in Figure. 15.

The obtained optimal gain values as shown in Figure 14 are used online in the

outer speed control loop. A pseudo-code (Appendix 1) description of the Particle
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Figure 14: Selection of controller optimal gain using PSO.

Swarm Optimization (PSO) algorithm is used to explain the basic steps involved

in the optimization process.

a) Initialize the position and velocity of each particle in the swarm from line

1.

b) Evaluate the fitness function for each particle to determine its fitness. Set

the pbest to the particles utilizing the initial position with lowest fitness

evaluation value and set gbest to the pbest of all particles from lines 2–3.

c) The ’for’ loop is run for the predefined number of iterations to update the

velocity, position, personal best, and global best from lines 4–12.

d) Calculate the fitness function to update particle positions. If the updated

fitness function is lower then current pbest and gbest , set the pbest and gbest

to updated position.

e) Repeat steps (b) to (d) until a stopping criterion is met, such as a maximum

number of iterations or a satisfactory fitness value.

f) The final output of the PSO algorithm is the gbest position, which

corresponds to the optimal solution to the optimization problem.
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Figure 15: Flowchart of Particle Swarm Optimization.

C. Cuckoo Search Optimization

Cuckoo search is a nature−inspired optimization technique, and is based on the

behaviour of cuckoo birds and their egg−laying approach. There are several

applications that involve optimising a system or key components, and researchers

have utilised cuckoo search in various fields such as structural optimization,

parametric estimation in biological systems, MPPT for PV systems, nonlinear

system identification, path planning for mobile robot [56]–[60]. In this study,

nature−inspired cuckoo, a search optimization algorithm, was employed to

tune the speed loop control gains, and and the performance is analyzed by

comparing with other optimization technique which will aid researchers to select

effective optimization technique based on there performance and computational
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complexity. To enhance the convergence rate and solution accuracy in our

Cuckoo Search algorithm, we’ve implemented an adaptive mechanism that

modulates both the step size and the Lévy flight exponent. This adaptability

is pivotal in striking an optimal balance between exploitation and exploration

phases of the search process. By dynamically adjusting the step size, the

algorithm adeptly sidesteps potential stagnation in local optima and promotes

a thorough examination of the search space. Concurrently, the modulation of

the Lévy exponent dictates the trajectory of the flight patterns, thus influencing

the generation of new solution candidates. These strategic adaptations are

instrumental in driving the algorithm towards superior solutions more efficiently.

The concept of CS is based on following rules:

a) Each cuckoo selects a nest at random and lays one egg at a time there.

b) The best nest and best eggs can be passed on to the next generation.

c) The likelihood that the host bird will find the cuckoo’s posed egg is [0, 1]

based on the number of host nests.

When a host bird encounters cuckoo eggs in its nest, it has two options: it can

either destroy the eggs or abandon the nest altogether. In either case, there is a

chance that the host bird will build a new nest, and this probability p remains

constant for a predetermined number of nests. To generate new solutions for

cuckoo, a Lévy flight is executed as given below:

xi(m+1) = xi(m)+α⊕Lévy(λ ) (20)

where xi(m) presents samples (eggs), m is the iteration number, i is the sample

number, α is the step size, and the ⊕ means entry wise multiplication. Lévy(λ )
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Figure 16: Selection of controller optimal gain using CS.

is calculated from Lévy distribution as follows:

Lévy u = t−λ , (1 < λ ≤ 3) (21)

The optimal gain values obtained by minimizing the cost function is shown

in Figure 16. Figure 17 depicts the flowchart for controller optimal gain tuning

procedure. The pseudocode for cuckoo search algorithm is given in the Appendix

2. The steps involve in employing cuckoo search based on listing 2 are describes

as follow

a) In lines 1-3, a population of n candidates is initialized randomly and

arranged in ascending order of their error scores.

b) Lines 4-14 describe the main for loop which runs for a defined number of

iterations mmax.

c) Lines 5-11 perform a local search inspired by the behavior of Cuckoo birds.

d) A new candidate is generated by mutating a candidate selected at random

from the population using equation (20). The mutation is applied using a
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Levy flight which is a random walk while the random step length is drawn

from a Levy distribution given by equation (21). If the new candidate is

more fit, it replaces the previous candidate.

e) Next, lines 13 applies the parasitism operator. (p ∗ n) candidates with

the worst error values are replaced by randomly generated candidates

according to probability p. This operator helps maintain diversity in the

population.

     CS Parameters Initialization
n=30 Population size Initialized 

Start

Stop

Stoping Criteria 
    Satisified

     Optimization
Run for max iteration, m = 15

    New candidate selected
 randomly using Levy Flight
    Adaptive step size
   Adaptive levy Exponent

Update the candidates and replace
the one with worst error 
based on parasatic probability

yes

No

α
λ

Figure 17: Flowchart of Cuckoo Search Optimization.

D. JAYA Optimization

In this work, Jaya algorithm, a simple yet effective optimization technique

is provided for controller gain tuning. Jaya optimization is a population
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based algorithm that comprises the feature of swarm intelligence and

evolutionary techniques. Jaya algorithm is independent of algorithm specific

hyper−parameters that make it a best choice for tuning the gain parameters of

control system. Jaya algorithm aims to find global best solution by replacing

worst solutions with best ones acquired through a combination of the best

solutions in the current population [61].

The effectiveness and viability of JAYA−based algorithms allow it to be

successfully employed in solving a variety of real-world applications, including

feature selection, environmental engineering, and manufacturing industries [62].

It offers an effective method to automate controller gain tuning process and

providing excellent control performance by minimizing control system error. The

steps involve in employing Jaya optimization are given as follows:

a) Set up a population of initial candidate solutions, each of which

corresponds to a set of IP controller gains.

b) Evaluate the performance of each candidate solution using a cost function

that is based on control system error.

c) Jaya optimization update mechanism is applied to replace the worst

candidate solutions with the new best solution in the given current

population which involve adjusting the controller gains

d) The evaluation and update processes should be repeated until a termination

criterion is satisfied, for a predetermined number of iterations.

Jaya optimization update mechanism is given as follow:

X
′
(a,b) = X(a,b)+ rand1(Xbest(b)−|X(a,b)|)− rand2(Xworst(b)−|X(a,b)|).

(22)

where X(a,b) is the value of bth variable for the ath candidate. Older solution
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Figure 18: Selection of controller optimal gain using JAYA.

is replaced with new solution based on cost function minimization. When bnew
a

< bprev
a then Xa is replace with X

′
(a,b), whereas bprev

a is replace with bnew
a

respectively. After the new solution is updated, the final step is to stop the

optimization, stopping criteria is evaluated that is if the current iteration is less

than maximum iteration. The best solution is printed; otherwise, the process

described above is repeated until the stopping criteria is met. The optimal gain

values obtained using provided optimization algorithm is shown in Figure 18.

Figure 19 show the flowchart for the tuning process and the Appendix 3 presents

the pseudo code for jaya optimization.
Table 4: SPMSM Parameter Values.

Parameter Description Value
Fpwm Switching frequency 16 kHz
rs Stator resistance 0.085Ω

Ls Stator inductance 0.0012H
P Poles pairs 4
Kt Torque Constant 0.07671
J Inertia 0.00215 kg.m2

Vdc DC voltage 311 Vdc
ωr Rated Speed 2000 rpm
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Figure 20: Optimization convergence trajectory.
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Figure 19: Flowchart of JAYA Optimization.
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E. Results and Discussion

The main objective of optimization technique is to minimize the control

system error to enhance the controller performance. By employing the above

mentioned optimization schemes, IP speed controller gain parameters are

obtained and optimal controller control performance is verified using simulation

and experiment results. The motor parameters and optimization hyperparameters

are given in Table.4 and 5 respectively. The block diagram of closed loop

control of SPMSM is shown in Figure 13. The optimization algorithm is

employed offline Using Matlab to perform tuning and the tuned parameters are

utilized online in the control system. The evolution of optimal solutions for a

given metaheuristic approaches are illustrated in Figure 20. The optimization

algorithms are performed via a laptop with an Intel® Core i7-1195G7 2.90GHz

CPU, 16 GB RAM and NVIDIA Geforce® RTX laptop GPU 3050, and running

window 11 64 bit. Furthermore, for experimental verification of given controller

gain auto tuning algorithm the experiments were done with PMSM which

parameters are given in Table 4. The control was implemented in a floating point
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digital signal processing (DSP) board comprises of TMS320F28335. Figure 56

illustrate the experimental setup. The measured test results are saved in FRAM

and plotted in Matlab for visualization.

Table 5: Optimization algorithm hyperparameters.

Parameter Description PSO CS JAYA
mmax Maximum iterations 15 15 15
n Population size 30 30 30
p Parasitic probability N/A 0.15 N/A
w Inertia factor 0.729 N/A N/A
c1 Cognitive coefficient 2.0 N/A N/A
c2 Social coefficient 1.8 N/A N/A
v Upper & lower bounds [-1.5, 1.5] N/A N/A

Due to the meta heuristic′s stochastic nature, a single run′s outcomes might

not be reliable. Each algorithm is executed 15 times. The various algorithms

processing times for calculating IP controller gains are illustrated in Table 6.

Figure 22 shows simulation result for the speed response of 1000rpm at 3 N.m

load torque. The results for constant speed reference illustrate that different

algorithm successfully converge to desired speed reference. The PSO algorithm

gives higher overshoot and speed ripples whereas, jaya optimization algorithm

gives minimum overshoot, and speed ripples. Figure 23 shows the experimental

data which gives the step response to speed input reference of 1000rpm at no

load condition for each optimization algorithm. It can be seen from test results

that Jaya presents the best speed tracking performance followed by CS.

Figure 24 and Figure 25 depict the speed response to sudden change in speed

step reference of each optimization algorithm in simulation and experiment. The

test results illustrates the efficacy of nature− inspired optimization algorithms.

The optimal IP controller gains for outer loop speed control obtained from the

all optimization algorithms shows that the optimization methods have similar

response to speed input change and converges to reference speed values, only
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(a) Motor Step Response.

(b) Overshoot. (c) Steady−state performance.

Figure 22: Motor response at step speed reference with constant load.
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Figure 23: Experimental results for speed convergence to speed step reference.
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Figure 24: Experimental results for speed convergence at variable speed reference.

highlighting the jaya algorithm as the one with minimum overshoot,undershoot

and speed ripples.

Figure 26 shows the simulation results for a speed response under varied

load conditions. Motor is loaded with load torque at various time instances and

the response of the controller is shown. It is obvious from the test results that

all the optimized strategies shows same response to the disturbance at constant

speed input. The result demonstrate, the controller ability to respond effectively

to disturbance and maintain stability by converging to reference input values.

Table 6 is provided to give qualitative and quantitative analysis of

optimization strategies to further verify the efficacy of the given optimization

algorithms which will aid the researchers to select efficient strategy for optimal

gain tuning of Linear controller that are usually employed in vector control

of PMSM. When observing the algorithm fitness value as a performance

indicator,the JAYA outperformed all other algorithms as it provides lowest fitness

value (ITAE) for all the runs.

overall, the conducted simulations and experiments illustrates promising

results for the speed control of PMSM. the jaya optimization algorithm
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Figure 25: Motor response at variable step speed reference.
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Figure 26: Motor response at step speed reference with Variable load input.

40



Table 6: Algorithm performance comparison.

Run Initial Error Optimized Error Elapsed Time Mean Elapsed Time
PSO

#1 2.8749 2.8450 2 hr 59 min ∼3 hr 40 min
#2 1.5266 1.4618 4 hr 26 min
#3 2.432 1.872 3 hr 28 min

CS
#1 2.0440 1.4227 2 hr 7 min ∼2 hr 5 min
#2 1.533 1.4643 1 hr 40 min
#3 2.145 1.654 2 hr 30 min

JAYA
#1 1.57766 1.4189 3 hr 55 min ∼3 hr 15 min
#2 1.4643 1.4250 3 hr 2 min
#3 1.8721 1.230 2 hr 55 min

Table 7: Control Performance Comparison

Parameters PSO CS JAYA
Speed ripples 0.074 0.087 0.065
Speed overshoot (%) 0.64 0.56 0.29
Speed settling time (s) 0.19 0.2 0.18
Computational burden high low medium

outperforms other nature inspired algorithm discuss in this chapter in term of

minimum overshoot,undershoot and speed ripples as given in Table 7. Even

though the rise time of jaya algorithm is higher than other optimization methods

but the speed tracking performance and robustness under transient condition is

achieved by minimizing the control system error.
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V. Advanced Control

Interior Permanent Magnet Synchronous Motor (IPMSM) drives have garnered

considerable interest as variable speed drives in industrial applications. This

is primarily due to their exceptional attributes, including high efficiency, high

power density, compact size, and rapid dynamics, all of which contribute to

low maintenance costs. By replacing rotor windings with permanent magnets,

these motors achieve swift responses due to their low inertia. The objective

of this chapter is to showcase the outstanding performance of an Interior

Permanent Magnet Synchronous Motor (IPMSM) under variable load conditions,

demonstrating its robustness and effectiveness. A distinct control design for

Interior Permanent Magnet Synchronous Motors (IPMSM) is introduced in this

chapter, and control performance is systematically compared with the traditional

approach. The aim is to verify and demonstrate the effectiveness of the proposed

design in enhancing the motor’s overall closed−loop performance.

An effective compensation scheme for improved stand still and transient

performance of IPMSM at low speed is investigated in this chapter. The vector

control method has been a conventional choice for controlling IPMSM drives,

relying on precise rotor shaft speed and position information for achieving

high-performance control. However, at low speeds, external disturbances such

as parasitic torque ripples and parameter uncertainties arising from imperfect

machine design can lead to uncertainties in sensor measurements due to noise and

the influence of mechanical loads or power electronic switches. Consequently, the

speed trajectory tracking performance suffers, and the overall system robustness

is compromised [63]–[65].

To ensure a high-precision trajectory tracking performance for IPMSM drives,

it becomes essential to address these challenges. The primary goals are to mitigate

periodic torque ripples and overcome the effects of parametric variation. By doing

so, the control system can maintain superior performance even at low speeds and
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effectively handle external disturbances and uncertainties, ensuring the reliability

and efficiency of the IPMSM drive.

In this study, an effective compensation scheme coupled with a sliding-mode

speed controller was implemented to enhance the dynamic and standstill response

of an IPMSM drive at low speeds. The proposed control strategies ensure

a reduction in speed ripple under low-speed operating conditions. The speed

control loop was designed based on the exponential reaching law sliding-mode

control (ERL-SMC) method, which remains independent of the motor model.

Additionally, a compensation signal was injected into the reference current and

the output of the speed control loop. This approach leveraged low-frequency

current and torque disturbances to adapt actual reference variables and reject

unwanted signals that could disturb the system.

The performance of the proposed control scheme was compared with

conventional field-oriented control [66]. The results demonstrated that the

proposed scheme effectively compensated for torque ripples, leading to

significant improvements in drive performance. Specifically, rotor shaft speed

ripple minimization and enhanced transient/steady-state performance were

achieved, indicating the efficacy of the proposed approach in mitigating low-

speed challenges and ensuring smooth and reliable operation of the IPMSM drive.

A. Maximum Torque per Armature

Due to the inherent salient pole structure of IPMSM drives, the d-axis inductance

(Ld) differs from the q-axis inductance (Lq), leading to the presence of a

reluctance torque component. This complex relationship between the dq-axis

reference currents makes the implementation of the maximum torque per

armature (MTPA) control challenging. To address this issue, a simplified dq-

axis reference current equation was derived in this study based on known motor

parameters as given in Table 8.
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A simple equation for the d-axis reference was derived based on the q-axis

reference current. Employing the provided motor parameters, a linear relationship

between the torque and q-axis reference current was derived. Considering

Is =
√

i2d + i2q, (23)

the equation for i∗d reference current can be expressed in terms of i∗q reference

current as [67]:

i∗d =
λm

2
(
Lq−Ld

) −√ λ 2
m

4
(
Lq−Ld

)2 + i∗2q . (24)

For simplicity, the above d-axis reference current is expanded by a Taylor series

expansion across a point reaching zero. Substituting the given motor parameters

and neglecting high-order terms because of the smaller magnitude yield,

i∗d =
(Ld−Lq)

λm
i∗2q . (25)

Here, i∗q is calculated by substituting drive parameters in (24) and expressed as

i∗d = 16.72−
√

279.62+ i∗2q . (26)

(26) is expanded by the Taylor series expansion at i∗q = 0.001. Eliminating the

smaller magnitude term yields

i∗d =−0.0299(i∗q−0.001)2. (27)

Substituting (27) into (8d) with the given motor parameters and solving for i∗q

yields

i∗q = 0.437Te +0.001. (28)
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(25) and (28) are employed online for the MTPA control of IPMSM drive. These

equations help utilize reluctance torque and increase the efficiency of the drive.

B. Torque Pulsation Analysis

The periodic torque ripples observed in the IPMSM can be categorized into

two groups: The first group arises from inherent motor drive structural factors,

such as flux harmonics, cogging torque, and phase imbalances. The second

group is attributed to drive control issues, such as gain mismatches, sensor

offset errors, processing delays, and the effect of inverter dead time. The

electromagnetic torque of the motor is dependent on the magnetic flux, reference

current, and mechanical speed, as indicated by the motor drive transfer function.

Consequently, at low operating speeds, the shaft speed experiences oscillations at

the same harmonic frequency as the changes in electromagnetic torque, leading to

fluctuations in the speed performance at steady state. This oscillation negatively

impacts the control performance of the motor drive. Figure 27 shows a pictorial
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Figure 27: Block diagram of speed control loop.

representation of the speed control loop. In this section, the detailed discussion

of how various disturbances contribute to the generation of periodic torque ripple

and their subsequent effects on the motor drive performance.

1. The cogging torque in a motor is a result of the interaction between

the magnetic flux and stator slots. This interaction leads to torque fluctuations

due to the variable energy storage in the air gap between the stator slots.
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Constructing an efficient mathematical model to compensate for cogging torque

proves challenging due to the lack of suitable cogging torque models.

Previous studies [68] have demonstrated that cogging torque exhibits

periodicity with respect to the rotor shaft position. The cogging torque ripples

occur at frequencies that are multiples of the number of stator slots per pole

pair and the electrical frequency of the rotor. The cogging torque is directly

influenced by the structural design of the motor body, including factors like

winding distribution, slot skewing, and the number of slots per pair. The motor

drive design process is non-repeatable, meaning that once the motor drive is

finalized, it cannot be modified [69], although further discussion on this aspect

is beyond the scope of this article.

2. Secondly, the presence of harmonics in the air-gap flux is a key factor

contributing to torque pulsation in the IPMSM. In real drive systems, achieving

a pure sinusoidal flux density distribution across the air gap proves challenging,

leading to torque ripples. These ripples occur due to the interaction of the standard

stator phase current with a non-sinusoidal flux density distribution in the air gap.

In a three-phase system, the flux linkage between the drive phase current and

the magnet contains harmonics of the order 5, 7, 11, and so on. When expressed

in the dq reference frame, the corresponding torque exhibits harmonics of the

6th, 12th, and other multiples of the sixth harmonic. These harmonics further

contribute to the torque pulsation observed in the IPMSM.

C. Reaching Law Sliding Mode Control

SMC has several advantages over other nonlinear control schemes. It is easy to

implement, robust to variation, and has a fast response, which leads to excellent

dynamic performance. Nonetheless, a prominent limitation of this controller

manifests in the form of chattering phenomena, which incite high-frequency

dynamics. A pivotal facet in the design of Sliding Mode Control involves the
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Figure 28: Sliding phase mechanism of the SMC.

mitigation of this chattering issue, alongside the augmentation of controller

robustness and to reduce the reaching time. In response to these challenges, a

reaching law is designed based on an exponential term that modifies the change

in the system states and sliding surface.

To design SMC, the sliding surface was designed, and a control input

was constructed that forced the system trajectory toward the sliding surface,

guaranteeing a condition reaching the sliding mode. The sliding mode mechanism

in the phase plane is shown in Figure 28, and the nonlinear model to express the

SMC is  ẋ1 = x2

ẋ2 = A(x)+B(x)u
(29)

where x = [x1 x2]
T = [ωr

p
j ((Ld−Lq)idiq +λmiq)]T is the system states. A and

B are nonlinear functions in term of x, and B is invertible. The tracking error

dynamics are given as:  e1 = x1− xd
1

e2 = x2− xd
2

(30)
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where ė1 = e2, and xd
1 is reference motor speed and xd

2 is virtual control input

respectively. The nonlinear system model to express SMC following the reaching

law is given as:

s = ė1 + ce1 = e2 + ce1, c > 0. (31)

(31) ensures the stability of the sliding mode, whereas the convergence of the

system trajectory to the sliding surface is related to the value of c in the sliding-

mode surface. Once the sliding surface is selected, the next step is to select the

switching controller u in such a way that it enables the error vector to reach

the sliding surface and ensure the sliding mode reaching condition, which is

expressed as

s.ṡ < 0. (32)

To satisfy (32), the conventional reaching law is

ṡ =−kr · sign(s), kr > 0. (33)

The reaching time tr required by the error vector to converge to the sliding surface

is obtained by integrating (33) with respect to time, which is derived based on

Lyapunov stability:

V =
1
2

s2,

V̇ ≤−Kr|s|,

ṡs≤−Kr|s|,

ṡ≤−Kr sign(s),

Now, integrating both sides from 0 to tr:

∫ tr

0
ṡ dt ≤

∫ tr

0
−Kr sign(s)dt
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The right-hand side depends on the sign of s:

∫ tr

0
sign(s)dt =


0, if s(0) = 0 and s(tr) = 0

tr, if s(0)< 0 and s(tr)> 0

−tr, if s(0)> 0 and s(tr)< 0

(34)

So, the right-hand side simplifies to:

−Kr

∫ tr

0
sign(s)dt =−Krtr

Now, combine the left and right side of inequality:

s(tr)− s(0)≤−Krtr.

The expression is simplified, assuming the system starts at s(0), reaches the

sliding surface at tr, and s(tr) = 0, signifies that the system has achieved the

sliding surface.

Now, rearrange the terms and isolate tr, the reaching time constant is derived

as

tr =
|s(0)|

kr
. (35)

(35) reveals that the reaching speed is increased by increasing the value of kr and

excellent robustness can be achieved; however, this causes the chattering problem

because the chattering increases with the increase in kr [68].

To overcome this interdependence between the reaching law and chattering

level, an exponential reaching-law-based sliding-mode controller was designed.

The reaching law was selected based on the choice of the exponential term that
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adapts to the change in the sliding-mode switching function. The reaching law is

ṡ =− k
N(s)

· sign(s), k > 0, (36)

where

N(s) = δ0 +

(
1+

1
|e1|

)
e−a|s|.

Here, k is strictly positive integer, 0 < δ0 < 1 and a > 0.

• δ0 is a positive constant, ensuring that the denominator N(s) remains non-

zero.

• The term e−a|s| is an exponential function that decreases as |s| increases.

This allows the control action to adapt to the change in the switching

function.

• The term
(

1+ 1
|e1|

)
scales the exponential function. Here, e1 is the error of

the system.

This exponential reaching law has no effect on the stability of the control

design because N(s) is always strictly positive. (36) shows that, if |s| decreases,

the denominator of term k/N(s) reaches to 1+1/|e1|, causing k/N(s) converge to

k|e1|/(1+ |e1|). This means that the system trajectory reaches to sliding surface,

in which e1 decrease to zero under the control input, which helps to reduce the

chattering level. In addition, if |s| increases, then the term k/N(s) converges to

k/δ0 which is greater than k, thus ensuring faster reaching time. The designed

controller can easily adapt to the variation of the switching controller by allowing

k/N(s) to vary between k/δ0 and k. The reaching time in which the system

trajectories approach the sliding surface is obtained by integrating (36), noticing

that s(t) = 0, and integrating the limit from
∫ t

0 , which yields

tr =
1
k

[
δ0|s(0)|+

(1+1/ |e1|)
a

(
1− e−a|s(0)|

)]
. (37)
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Because (1− e−a|s(0)|)< 1, the inequality expression is

t <
1
k

(
δ0|s(0)|+

1+1/ |e1|
a

)
. (38)

if a is selected such that a≫
1+ 1
|x1|

δ0s(0) , implying a as the ratio of the scaling factor

of the exponential term to the leading term(δ0|s(0)|). If a (the exponent in e−a|s|

is much greater than this ratio, then the exponential term becomes very small and

fast decaying, rendering its impact on the overall sum becomes negligible. (38) is

simplified as

t <
1
k
(δ0|s(0)|) . (39)

(35) is subtracted from (39) with the condition that gain kr = k yields

t− tr <
1
k
(δ0|s(0)|)−

1
kr
(|s(0)|) = 1

k
(δ0−1)|s(0)|. (40)

Here, (δ0− 1) is always negative as 0 < δ0 < 1 and the term |s(0)|/k is strictly

positive, which implies that t− tr < 0 and the robustness of the control increases

with the fast-reaching speed of the sliding surface with the same gain. However,

if the condition t = tr is set, then

k < δ0kr. (41)

Therefore, the reduction in chattering level is guaranteed as K < Kr, which means

that a fast reaching speed with less chattering can be achieved. For the speed

control mechanism, the speed tracking error is introduced as e=ωre f −ωm which

maintains the actual speed at the reference speed. The sliding-mode surface based

on the aforementioned scheme is defined as

s = e = ωre f −ωm. (42)
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Taking the derivative of the tracking error and speed, the equivalent controller is

calculated by setting d(s)/dt = 0 yielding

d(s)
dt

= ω̇re f − ω̇m, (43)

where ω̇m = (Te−Bωm)/J. Finally, the control law is the sum of (43) and (36),

expressed as

d(s)
dt

= ω̇re f −
Te +Bωm

J
− k

N(S)
· sign(S) = 0. (44)

Therefore, the control input i∗q is derived as

i∗q = (
2J

3P[λm +(Ld−Lq)i∗d]
)

[
ω̇re f +

Bωm

J
− k

N(S)
· sign(S)

]
. (45)

By utilizing (28) the torque reference is obtained.
Table 8: Test parameters.

Parameter Description Value
Fpwm Switching frequency 10 kHz
Ts Sampling time 1µs
rs Stator resistance 2.5 Ω

Ld d-axis inductance 15.025 mH
Lq q-axis inductance 30.175 mH
λm Rotor flux 0.5283 Wb
J Moment of inertia 0.00365 kgm2

B Damping coefficient 0.0011 Nm

RL-SMC MTPAω∆ *
eT

comp
eT

*
dqi

comp
dqi

PI Current Controller + PWM
+ IPMSM drive

e
dqi

eTe

comp comp
e e T

f

sT T G
s ω

=
+

comp e comp
dq dq dq

f

si i G
s ω

=
+

Figure 29: Structural diagram of proposed compensation scheme.
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To minimize the speed ripple at a low operating speed, the reference dq-

axis current and the output of the speed controller are modified by the current

variations and disturbances in the electromagnetic torque, which minimizes the

disturbance effect and increases the robustness under load variation. Figure 29

shows the structural design of the control scheme. The compensation signals are

obtained by employing a high-pass filter. The mathematical expression derived

for the dq-axis current compensation signals is

icomp
dq =

s
s+ω f

iedqGcomp
dq . (46)

The expression for the torque compensation signal is given as

T comp
e =

s
s+ω f

TeGcomp
Te

. (47)

where ω f and Gcomp are the filter cut-off frequency and the compensation gain.

D. Results and Discussion

To showcase the effectiveness of the proposed control design, a simulation

model was developed. The performance evaluation was carried out using an

IPMSM drive with specific parameters outlined in Table 8. A comparative

study was then conducted using simulation tools, highlighting the control

design’s robustness and capability in achieving excellent standstill performance,

particularly under low-speed working conditions. The simulation results

demonstrated the superiority of the proposed control approach in handling

various test scenarios and its potential to provide reliable and precise motor

performance even at challenging operating conditions. The compensation gains

for the electromagnetic torque and dq-axis current loop are configured as Kcomp
Te

=

10 and Kcomp
idq

= 2, respectively. Furthermore, the cutoff frequency is set at 50
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(a) Speed ripple factor.

[66]

(b) Torque ripple factor.

Figure 30: Analysis of SRF for various speed and torque.

rad/s. The ripple factors for the speed and torque of the IPMSM drive are

presented in Figure 30. These factors, known as the torque ripple factor (TRF)

and speed ripple factor (SRF), are calculated by taking the ratio of the peak-to-

peak torque and speed ripples to the rated torque and speed of the IPMSM drive.

The expressions for TRF and SRF are derived as follows:

T RF =
Te,pk−pk

Te
×100 (%),

SRF =
ωe,pk−pk

ωe
×100 (%).

Figure 30a and 30b show the evaluation of the efficacy of the designed control

algorithm with conventional control designs. For Figure 30a the speed is varied

[10,20,30,40,50,60] rpm under constant load torque of 7 Nm, whereas in Figure

30b the torque is varied [2,3,4,5,6,7] Nm under constant speed of 50 rpm. The

result reveals that employing the proposed control design ripple across the speed

and torque effectively results in a reduction when the reference value increases.

Compared with the conventional design, the ripples are greatly minimized with
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Figure 31: Speed profile at low speed operating range under load variation.

the proposed control design with increasing robustness, especially at low speed.

Figure 31 shows the speed response under various load conditions. A sliding-

mode speed controller is applied to eliminate linear PI controllers that are

sensitive to external disturbances. Initially, a reference speed of 50 rpm is applied

under a load torque of 3 rpm that is shown in Figure 31a. Figure 31b and 31c show

the settling time and steady-state error of the drive, respectively. The settling time

of the proposed design is fast, and the steady-state error is reduced. At 0.5 s, a

load torque of 7 Nm is applied with a speed change from 50 to 30 rpm at 0.6 s.

Figure 31d-31f show that, with load variation, the speed response is good, and

the ripples across the speed at standstill are smaller than those in the conventional

control design.

Figure 32a shows the a-phase current response of the IPMSM drive. The

waveform of the a-phase current has a sinusoidal shape in the case of the proposed

model, which indicates the regular operation of the IPMSM drive. A comparison

of the a-phase current shows that the designed algorithm has a smaller current
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(b) Torque response

Figure 32: IPMSM current and torque response under nominal parameters with load step
variation.

ripple, and the harmonic distortion is suppressed, ensuring the efficacy of the

design model.

Figure 32b shows the response of the reference torque and the output

electromagnetic torque across the drive. By employing the MTPA control

scheme, the torque was obtained by utilizing the minimum current value. It can

be seen that Te has a higher ripple in the conventional method, whereas ripples

are reduced in the proposed control structure design.

Figure 33 shows the drive phase current along the d and q-axis. Based on

conventional methods, the d and q-axis currents show higher current ripples,

whereas the proposed control design shows minimum ripples across the d and

q-axis current. To verify the robustness of the proposed control design, the speed

convergence characteristic of the IPMSM was simulated based on a sinusoidal

reference speed input with an amplitude of 10 and a frequency of 30 Hz.

Figure 34 displays sinusoidal speed response and error curves achieved

through different control designs. The proposed design exhibits a remarkably

converged actual speed to the reference speed, with minimal error, indicating the

effectiveness in reducing steady-state errors when employing this control method.

Furthermore, the controller demonstrates exceptional dynamic performance,
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Figure 33: Reference output state’s variable.
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Figure 34: IPMSM drive speed response under sinusoidal speed input.
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Table 9: Comparative Performance of conventional and proposed control scheme.

Parameters Conventional Control Proposed Control
Speed Tracking Good Excellent
Speed Steady-state
Error

Moderate Minimum

Speed overshoot (%) high less
Speed settling time
(ms)

high less

Speed ripple (%) 0.02 0.001
Torque ripple Higher lower
Current harmonics Higher Lower
Chattering Analysis severe chattering minimal chattering
Control efficiency Lower Higher

enhancing system robustness by effectively countering load disturbances. As a

result, the overall performance of IPMSM speed control is improved, especially

under uncertain conditions and load variations. The comparison of performance

between the conventional control and the proposed method is summarized in

Table 9.

The conclusion of this study introduces a compensation technique with a

sliding-mode speed controller, aiming to mitigate torque ripples and improve the

overall performance of the control system. This method offers simplicity and

does not incur additional computational complexity. By adopting the sliding-

mode control technique, the speed controller becomes independent of specific

parameters. The compensation technique effectively reduces torque ripples,

which are known to negatively impact control system performance, particularly

at low speeds.

In the proposed approach, compensation signals are incorporated into the

reference signal, facilitating the elimination of undesired ripples within the

control system. The study thoroughly discussed the main sources of torque ripple,

the structure of the speed controller, and the compensation technique’s role in
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minimizing ripples within the control system. Simulation results confirmed the

feasibility of the control structure, showcasing its efficacy.

A comparative study against the conventional control method was performed,

demonstrating that the proposed design substantially reduces speed ripples

during standstill and maintains superior speed performance even when faced

with external disturbances. This validates the effectiveness of the proposed

compensation technique and sliding-mode speed controller in achieving smoother

and more robust control of the system.
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VI. AI-Driven Control Strategies

The focus of researchers on the application of artificial intelligence in field

of electric motor drive has boomed recently as the neural network has the

potential to show fast dynamic response and excellent performance compared

to other control schemes. Various identification strategies, such as fuzzy logic,

reinforcement learning, and local linear regression, have been proposed in the

literature. Local linearization (local linear regression) and complex calculation

are common downsides of these approaches [70], [71]. Recently, artificial

intelligence (AI) has been implemented to solve complicated tasks such as

artificial neural network (ANN)-based current control, AI-based motor parameter

identification, ANN-torque observers, and ANN-based speed sensorless control

[72]–[74].

The handling of non-linear, time-varying, and uncertain systems, which

are difficult for conventional control techniques, has been proven for neural

network control. However, they also have their drawbacks, such as the

requirement for significant processing resources, sample inefficiency during

training, and potential stability problems. Despite these challenges, AI−based

control strategies hold the promise of transforming industries by providing

intelligent, adaptive, and autonomous control solutions. our primary focus is

on the application of AI−based control algorithms, specifically Neural Network

Control, in the context of Permanent Magnet Synchronous Motors (PMSM). This

study aims to investigate the effectiveness of neural network control for PMSM

systems and compare it to more conventional control strategies. By studying

and comparing the strengths and weaknesses of Neural Network Control and

traditional control methods, i seek to gain valuable insights into their respective

suitability for PMSM control tasks.

Integrating Neural Network Control with PMSM systems holds great promise

as it allows us to create intelligent and autonomous control solutions. Neural
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networks can learn from data and adapt to dynamic changes in the motor’s

behavior, making them well−suited for dealing with the inherent nonlinearities

and uncertainties in PMSMs. Additionally, the ability of neural networks to

approximate complex functions makes them attractive candidates for controlling

PMSM systems without requiring precise mathematical models.

A. Feed-Forward Neural Network for Switching

Classification

The key idea of this section is to handle the switching pulses of the two-

level three-phase (2L3P) voltage source inverter (VSI) with the model-free

technique employing artificial intelligence. Model predictive controller with a

single prediction horizon is first employed for data generation that is utilized

offline in the training phase. The MPC of VSI is considered a classification

problem because there are finite switching states that are applied at each instant

by reducing a pre-defined cost function for MPC. Based on generated data, the

network is trained to employ supervised learning to map the input data to output

switching pulses for a given input-output data pair. Based on the model-free

neural network, predictive control the system input values are mapped to output

during training, and then the network is employed online by eliminating MPC,

that will overcome the effect of model mismatch.

1. Mathematical Model of VSI

The MPC approach predicts the future value of phase current for each

possible voltage vector with the system’s discrete-time model. To determine the

necessary conditions for model prediction, the mathematical model of SPMSM

is discretized. Over a sample period Ts, an internal discrete-time model of the

motor drive was used to anticipate the future state of the output state variable for

input control. In order to identify the best output voltage vector, MPC examined
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the 2L3P VSI model. The output of the inverter by modulating input dc voltage

through switching pulses is expressed as:

S =
2
3

[
S1 +S3e j 2π

3 +S5e j 4π

3

]
, (48)

where S1, S3, and S5 are the switching functions of a, b, and c phase, respectively.

Their values are either 0 or 1. The three-phase voltage induced by the VSI is then

transformed into the synchronous dq frame by employing Park’s transformation

as (49), where θr(k) and Vdc denote the rotor position angle and DC link voltage,

respectively.


vd(k)

vq(k)

v0(k)

=
2Vdc

9


cosθr(k) cos(θr(k)− 2π

3 ) cos(θr(k)+ 2π

3 )

sinθr(k) sin(θr(k)− 2π

3 ) sin(θr(k)+ 2π

3 )

1√
2

1√
2

1√
2




2 −1 −1

−1 2 −1

−1 −1 2




S1

S3

S5

 ,
(49)

2L3P VSI has eight possible voltage vectors with zero voltage vectors, V0 and

V7, while the rest V1, · · · ,V6 are active voltage vectors. One of the zero vectors is

considered to reduce the computational burden of MPC. The discrete-time model

of SPMSM is derived with the Eular approximation and given as:

id(k+1) = id(k)−
Ts

Ls
[−rsid(k)+Lsωr(k)iq(k)

+ vd(k)], (50)

iq(k+1) = iq(k)−
Ts

Ls
[−rsiq(k)−Lsωr(k)id(k)

−λmωr(k)+ vq(k)], (51)
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Figure 35: Visualization of mpc scheme.

where Ls, rs, and λm are the stator inductance, stator resistance, and rotor

magnetic flux, respectively. ωr(k) is the rotor angular velocity, i.e., ωr(k) =

(θr(k)−θr(k−1))/Ts.

2. Model-Based Predictive Current Control

MPC approaches have lately been seen in a variety of industrial applications due

to their rapid dynamic response and efficient control performance. A schematic

representation of mpc is shown in Figure 35 An important part of MPC is the

selection of cost function to determine the optimal output voltage vector. In the

current control mechanism, the inverter keeps the most important consideration

of keep tracking the reference currents to measure current accurately. The phase

currents are directly controlled in FCS-MPCC, and the cost function h is selected

as

h = [i∗d(k)− id(k+1)]2 +[i∗q(k)− iq(k+1)]2, (52)

where i∗d(k) and i∗q(k) are the d and q axis current reference values,id(k+1) and

iq(k+1) are the predicted current values, respectively.

MPCC has a simple principle and is easy to implement but has a significant
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drawback of requiring a huge number of online calculations in order to solve

optimization problem which increases the computational complexity of the

control system. Moreover, it is highly dependent on the model of the system. To

address these problems, this paper presents a feed-forward ANN-based controller

for optimal current control performance by utilizing the flexibility of MPC for

data generation for training a network offline.

3. Proposed Model-free Predictive Current Control

Various data-driven techniques, especially AI-based control designs, are

emerging in the field of the power conversion system. A well-designed ANN can

significantly increase the performance of the learning system. Nodes, weight, and

Layers are the component for the formation of various ANN models. The general

expression to define a neuron in NN is as follows:

N =

(
k

∑
i=1

wixi

)
+b, (53)

where k is the number of elements, xi is the input vector, wi is the interconnected

weight, and b is the bias factor. N is processes utilizing activation function that is

usually a nonlinear function to ensure universal approximation property [75] and

is given as

f (N) = f [

(
k

∑
i=1

wixi

)
+b]. (54)

Considering the fixed number of switching states for VSI, the states can be

considered as classes. As a result, the challenge of optimal voltage vector can

be considered as a multi-class classification problem at each time step, with the

optimum switching states considered as the patterns to be learned using a FNN.

In this paper, a feedforward NN (FNN) with seven input neurons is structured

which are responsible for mapping the output of the network. A neural network
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Table 10: Inverter switching configuration.

Class Phase Voltage Voltage Vector Switching States

C Vas Vbs Vcs Vi S1 S3 S5

1 0 0 0 v0 0 0 0

2 2
3Vdc − 1

3Vdc − 1
3Vdc v1 1 0 0

3 1
3Vdc

1
3Vdc − 2

3Vdc v2 1 1 0

4 −1
3Vdc

2
3Vdc − 1

3Vdc v3 0 1 0

5 −2
3Vdc

1
3Vdc

1
3Vdc v4 0 1 1

6 −1
3Vdc − 1

3Vdc
2
3Vdc v5 0 0 1

7 1
3Vdc − 2

3Vdc
1
3Vdc v6 1 0 1
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Figure 37: An overview of proposed design.
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is designed for specifying the switching states of the inverter as depicted in Fig.

36a. All the inputs are separated layers without links between the layers, and the

information is processed by one-way connection. Model-based predictive current

control provides optimal voltage vectors based on minimizing the cost function

to track the reference trajectories by providing finite switching pulses. As the

set of switching states are finite for each optimal voltage vector, i considered

predicting switching states of the two-level three-phase inverter as a classification

problem. A large number of voltage vectors results to more precise gridding

in stationary reference frame, which can significantly enhance the learning

algorithm prediction accuracy. By employing smaller grid structure, the algorithm

will perform better and provide more accurate predictions which will lead to

accuracy improvement of the trained network. The reference and measured

currents obtained from the FCS-MPCC in rotating reference frame is transformed

into stationary reference frame by utilizing inverse Park′s transformation as

follow:  iα = id cos(θr)− iq sin(θr)

iβ = id sin(θr)+ iq cos(θr)
(55)

The currents in stationary plane are utilized for training data to enhance the

prediction accuracy of the network. There are seven neurons in the input layer,

where four input neuron represents the error between measured and reference

phase current in the stationary reference frame at the previous and present time

instant [k−1,k] as given in (56), while the other three represent the optimal gate

pulses for the previous instant (k− 1). The representation of FNN is shown in

Fig.36b, where a is the total input connections, x j is the inputs, wh, j is the weight,

bh, j is the bias of the hidden layer, and ϕh is the hidden layer activation function.

 ∆I[k]
αβ

= I[k]
αβ
− I∗[k]

αβ

∆I[k−1]
αβ

= I[k−1]
αβ
− I∗[k−1]

αβ

(56)
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Figure 38: Visualization of Softmax output in a trained network.

The activation function (ϕ) is the core of ANN and, based on the layer

locations either input, hidden or output layer different activation functions have

proven beneficial. In this paper, hyperbolic-tangent (tanh) function is used as an

activation function with 20 neurons in the hidden layer. At the output layer, the

softmax function is used as an activation function which gives the probability

between 0 and 1. Moreover, the sum of probability will be 1 at each instant. The

illustration of working mechanism of softmax activation function at output not is

given in Figure 38 The voltage vector across output with maximum probability

will be active for each sampling instant. The flow chart of the control design is

depicted in Figure 37.

4. Results and Discussion

The training is conducted offline, using MPC as the baseline model. For

performance analysis, an optimized speed controller, employing a meta-heuristic

technique in combination with the proposed model-free predictive current

controller, is employed. The trained neural network is employed online to acquire

optimal voltage vector using the proposed and conventional scheme via laptop

with an Intel® Core i7-1195G7 2.90GHz CPU, 16 GB RAM and NVIDIA
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Table 11: Performance analysis of trained NN under different number of hidden layers
and test cases.

Training Test Cases Observation Number of Hidden Layer Performance error Accuracy Training Algorithm
10 0.1135 67%

30 NN 150,000,30 20 0.0996 71.8% SCG
30 0.1035 70.1%
10 0.0562 86%

45 NN 225,000,45 20 0.0340 90.4% SCG
30 0.0440 87.6%

Geforce® RTX laptop GPU 3050, and running window 10 64 bit.

Training Procedure:

The training process consists of three main steps:

a) Data Generation employing MPC as the baseline model for both training and

testing

b) Post and pre-processing of the generated data for the training and testing phase

utilized offline and online in the control system

c) Setting up FNN hyper-parameters

The measured and reference variables of the phase current in the stationary

reference frame and one-step delay switching signals are fed into the FNN. A total

of seven signals are taken as input features to the neural network, i.e., k = 7. The

optimal voltage vector VFNN |i(i = 0, ...6) to be applied at each sampling moment

is the FNN output. The softmax activation function at the output layer squashes
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Figure 40: Confusion matrix for multi-class classification.

the output to be between 0 and 1, which tells the optimal VV to be applied

at each sampling period Ts. Moreover, the output layer is a seven-dimensional

array that contains the indexes of the seven different voltage vectors Vi that the

inverter generates. NN Output is one-hot encoding, which means that for each

sampling time period, only the index of the optimal VV will be active(i.e., having

higher probability among all the classes as given in Table 10). The dataset and the

number of hidden layers are selected based on higher training accuracy as given

in Table 11. The dataset has been divided into three parts: 70% of the data is

randomly selected for training, and 15% has been randomly selected for testing

and validation, respectively. The training was done utilizing a scaled conjugate

gradient scheme, which exploits the good convergence property of conjugate

gradient optimization and offers less computational complexity. To analyze the

prediction accuracy of the proposed model-free PCC, the confusion matrix is

shown in Fig 40. The overall prediction accuracy of the trained network is 90.4%,
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which shows how well the network is predicting the classes as given in Table 10.

Test Results:

To assess the efficacy of the proposed model-free current control, I conducted

an evaluation of the dynamic performance of SPMSM. I employed both

conventional and proposed control designs, utilizing the parameters detailed in

Table 12, across a range of operating conditions. This comprehensive assessment

provides valuable insights into the control system’s performance.

Case1 : Speed response at no Load condition

In the first scenario, I investigated the machine’s speed response in the

absence of any load employing proposed and conventional control design. The

motor was made to experience step variations in the reference speed. The Model-

free Neural Network based predictive current control was effective than that of

conventional control technique as shown in Figure 41. The AI-based controllers

responded to the changes in the reference speed promptly, with minimum

overshoot or settling time. The data-driven control solution excels in current

tracking performance, surpassing traditional current controllers. This superior

performance underscores its potential for enhancing motor drive systems.

Case2 : Variable Load Conditions and a Fixed Reference Speed

In the second test case, the effectiveness of the AI-driven controllers with a

fixed reference speed of 800rad/s was assessed under various load scenarios.

Table 12: Motor Parameters.

Parameter Description Value
Ts Sampling time 1 µs
rs Stator resistance 0.2Ω

Ls Stator inductance 0.00835H
λm Flux linkage 0.175Wb
P Pole pairs 4
J Inertia 0.0008 kg.m2
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Figure 41: Motor speed response in the wide speed operating range under no load
condition.
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Figure 42: Motor dynamic response under varied load conditions at 800 rad/s.
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Figure 43: Motor dynamic response under varied load conditions.

I changed the load torque in steps while maintaining the reference speed as

illustrated in Figure 42a. The AI-based model-free predictive current controller

shown impressive resilience and consistency in maintaining the required speed.

Traditional control technique, on the other hand, had trouble adapting to changes

in load, had longer response times, and had higher overshot and settling time.

Figure 43 demonstrating the dynamic motor drive performance at different load

torque stages when zoomed in. The efficiency of the model-free control strategy

is demonstrated by the motor driving phase current in stationary and rotating

reference frames. The suggested design significantly outperforms the standard

method in terms of transient responsiveness, overshoot, settling time, and tracking

rate.

Case3 : Variable Speed at constant step Load.

In the third scenario, i looked into how well the AI−based controllers
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Figure 44: Dynamic performance at wide speed operation range under load conditions.

could manage a range of speed profiles under constant load conditions as

shown in Figure 44a. The motor were exposed to various speed changes, and

the control algorithms based on AI showed good monitoring of the speed

profiles. With smoother speed profiles compared to conventional model-based

predictive current control, the Neural Network Control technique demonstrated

higher tracking accuracy. Furthermore, proposed control methods outperformed

conventional algorithm in terms of transient response and showed minimum

steady-state error and settling time as it can be seen in Figure 45.

Figure 46 illustrates the evaluation of performance under normal conditions,

parameter mismatch scenarios, and variations in sampling time. It can be

seen that that the Total Harmonic Distortion (THD) of output currents in the
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(a) Conventional MPCC
technique

(b) Proposed Data-driven
solution

Figure 46: Performance evaluation of proposed and conventional control approaches in
steady-state and transient-state under normal, parameter mismatch (Ls = 5.5mH) and
variation in sample time conditions(left to right).

state-of-the-art Model Predictive Current Control (MPCC) stands at 4.72%,

4.97%, and 5.39%, respectively. In contrast, the proposed control scheme

achieves significantly lower THD values of 2.55%, 2.63%, and 3.57% for the

same scenarios. Furthermore, the tracking error in the proposed control design

outperforms the conventional MPCC scheme, demonstrating superior control

performance. Furthermore, the given results clearly demonstrates exceptional

control and tracking performance even when subjected to parameter mismatches

and unknown perturbations. Additionally, it maintains a high dynamic transient

similar to the standard MPCC approach.

Table 13 presents a quantitative comparison of the proposed AI-based

architecture with the traditional control approach. The table lists many

performance indicators that were determined under varied operational conditions.

Finally, the quantitative analysis shown in Table 13 highlights the enormous

benefits of the proposed AI-based control over the conventional model−based

predictive current control. The AI-based technique is an excellent choice for
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Table 13: Comparative analysis of model-based and model-free control design.

Parameters Conventional Proposed
Dynamics Average Excellent

Steady-state
Error

Moderate Minimum

Speed
Ripples

Larger Moderate

Torque
Response

Slow fast

Control
Efficiency

Average Excellent

Computational
Complexity

Higher Moderate

creating effective and intelligent machine control in industrial applications

because it excels at speed tracking, flexibility to load and speed fluctuations, and

show good performance in wide operation range.

B. Deep Symbolic Regression (DSR)

In this study, deep symbolic regression (DSR) is used to provide a novel

technique of current regulation in a surface-mounted permanent magnet

synchronous machine (SPMSM). The proposed DSR−based optimum current

control technique has the ability to estimate unknown data and is capable of

producing an analytical dynamic numerical expression through training and

fitting. Since the performance of the conventional linear proportional-integral

(PI) current controller significantly depends on the correctness of the system

model, the primary goal of this work is to overcome its limitations. To

validate the efficacy of the proposed design, various test cases are applied,

which included simulations and experimental setups, involving different speed

and load conditions. The obtained results are then compared with those of a

traditional vector control design. The findings suggest that the DSR-based control
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design outperforms traditional approaches and exhibits the ability to extrapolate

beyond the training dataset. This breakthrough showcases the potential of deep

learning techniques in power conversion applications, paving the way for further

advancements in the field.

Various studies in the field of power electronics have shown promising results

using neural networks (NN) [76]–[78]. However, it is important to acknowledge

its limitations. Neural network architectures are often challenging to comprehend

and interpret, resembling black boxes that lack transparency. Although data-

driven techniques can accurately fit system dynamics, they provide black box

models with low interpretability.

Surprisingly, despite its potential benefits, deep symbolic regression remains

relatively underexplored, especially in power conversion applications. The

authors note that, to the best of their knowledge, deep symbolic regression has

not been previously employed for designing numerical models or model-based

control laws. As an innovative approach, the study harnesses deep symbolic

regression as the state-of-the-art method to construct the proposed optimal current

control design based on an analytical model. This unique application holds

the promise of overcoming the limitations of black box models and offers the

potential for more interpretable and insightful control solutions.

1. Proposed Current Controller

In the realm of artificial intelligence, the challenge of finding a manageable

numerical expression that best describes a dataset is a long-standing problem

known as symbolic regression. Traditionally, this task has been tackled using

genetic programming, which employs metaheuristic algorithms to fit the

data with a population of numerical expressions, extracting underlying laws

of physical systems. However, genetic programming faces challenges with

scalability for large systems and is prone to overfitting.
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Figure 47: Deep symbolic regression core architecture.

To address these limitations, deep symbolic regression (DSR) emerges as

a promising method for symbolic regression, leveraging policy gradients from

deep learning. DSR has demonstrated remarkable results in recovering symbolic

equations compared to genetic programming in various test cases [79]. In this

study, DSR is applied to design an optimal current controller. The algorithm takes

advantage of a deep neural network to generate interpretable and generalized

models. The core architecture of DSR involves a recurrent neural network

(RNN) that outputs a distribution of numerical expressions. These expressions

are randomly chosen from the distribution, instantiated, and assessed to fit the

dataset. Figure 47 illustrate the pictorial representation of the core algorithm.

The training was performed offline using python, and inverse normalized mean

square error bounded by sigmoid activation function is selected as a decision

function. The fitness serves as a reward signal to train the RNN using a

unique risk-seeking policy gradient approach. As training progresses, the RNN

adjusts the probabilities of numeric expressions based on their rewards, giving

higher probabilities to better-performing expressions. The final expressions with

a maximum reward for the vd command reference and for the vq command

reference were obtained and is given as follows:

v∗d =−x1(x1− x4)+11x1− x4− sin(x2)+ sin(x1 + x2),

v∗q =−x1x2 +12x2− x3x4− x3 + x4(−2x2(−2x2 + x3− x4)+ x4)−2x4 + cos(x1−3x3 + x4)

(57)
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Figure 48: Rewards for generated numerical expression.

where x1 = ed , x2 = eq, x3 =
∫

ed , and x4 =
∫

eq, respectively.

The control scheme of the proposed DSR-based current controller is

described as follows:

(a) Measure the current errors and their integration in the synchronous

reference frame at sampling time Ts.

(b) The integral error information is fed into the system, ensuring that there is

no steady-state error in the reference tracking.

(c) The DSR algorithm employing the risk-seeking policy gradient generates

numerical expressions that are easy to understand and fit the data.

(d) The generated expressions are employed in an online model as an optimal

current controller.

2. Test Setup

To evaluate the effectiveness of the DSR-based optimal current control technique

and compare it with the traditional current control, I implemented the models

using Python 3.6 and Matlab Simulink (2023). Figure 56 and Figure 49illustrates

the setup for the implementation.
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The training process was conducted offline on the generated datasets. The

mathematical model derived from DSR was then applied online for real-time

performance. I executed the model on a laptop with an Intel® Core i7-1195G7

2.90 GHz CPU, 16 GB RAM, and NVIDIA GeForce® RTX laptop GPU 3050,

running Windows 10 64-bit operating system.

3. Test Results

By conducting these experiments, i aimed to demonstrate the superiority of

the proposed DSR-based optimal current control technique over traditional

approaches, showcasing its potential benefits for power electronics applications.

The steadystate controller performance under constant speed and torque

reference is shown in Figure 50. The results illustrate the motor′s drive response,

demonstrating proposed controller ability to rapidly settle at the desired speed

while maintaining a consistent load. Notably, the proposed controller showcase

commendable performance attributes, evidenced by its remarkably short speed
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(a) Constant speed response (b) Settling time (c) Speed ripple

(d) Constant load torque condition (e) Torque ripples

Figure 50: Simulation Results − Steadystate Controller Performance: Constant Speed
and Torque Responses.

settling time. Furthurmore, the result demonstrate minimal fluctuations or ripples

in the motor′s output, highlighting the effectiveness of the proposed control

strategy in achieving smooth and stable operation.

The performance parameters of the Permanent Magnet Synchronous Motor

under various speed and load conditions are thoroughly analysed in this Figure

51. The test results of the proposed design show excellent standalone and

dynamic performance under various working conditions. Moreover, it can be seen

that the generated numerical analytical model is well fit to online data. Thus,

providing fast response to any change in the control system. Figure 52 provides

a comprehensive pictorial representation of the harmonic distortion in current

waveforms generated by both the proposed and traditional control strategies for

a Permanent Magnet Synchronous Motor (PMSM). The bar graph highlights the

distinct levels of harmonic content present in each control approach, emphasizing
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Figure 52: Comparative analysis of current THD between proposed and traditional
control method for Permanent Magnet Synchronous Motor.
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Figure 53: Simulation Results − Dynamic load response of SPMSM with Constant
Speed.

the potential benefits of the proposed method in mitigating current harmonics.

This analysis offers valuable insights into the performance enhancements

achieved by the novel control strategy, thus contributing to the advancement of

efficient and reliable PMSM drive systems in various industrial and commercial

applications.

Figure 53 illustrate the dynamic load response of a Permanent Magnet

Synchronous Motor (PMSM) while maintaining a constant speed. The test results

depicts the motor′s remarkable adaptability as it navigates through varying load

conditions while keeping a steady rotational speed. This analysis underscores the

PMSM′s ability to accommodate changing mechanical demands, showcasing its

resilience and effectiveness in scenarios where consistent speed is a requirement.

The test results demonstrate the performance of the proposed controller shines

prominently under varying load conditions, affirming its efficacy and potential in
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Figure 54: Experimental Result: Motor Response at varied step Speed reference
employing PI current Controller

ensuring robust and adaptable motor operation.

Figure 54-55 illustrate the experimental results to regulate the performance

of the motor drive in response to a positive step input reference signal with

no load condition. During the low speed, there was notable distortion in the

current response of traditional current controller, that can be attributed to various

factors, including the controller’s tuning parameters. This distortion can result

in undesired fluctuations and transient behavior in the motor’s performance,

potentially impacting the overall system’s stability and efficiency. However,

the proposed control system demonstrated distinct response characteristics. The

proposed control system showcased significantly lower levels of current response

distortion. This reduction in distortion indicates that the proposed control system

effectively mitigates transient behavior, leading to smoother and more stable

motor performance following a step input change.

In addition, reduced distortion can lead to enhanced motor efficiency,

minimized wear and tear, and improved accuracy in applications where precision
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Figure 55: Experimental Result: Motor Response at varied step Speed reference
employing DSR current Controller

control is essential. The test results indicate that the proposed control system

holds promise for applications where precise and stable motor performance is

paramount. This outcome suggests that the application of Artificial Intelligence

(AI) in the field of power conversion holds substantial value and potential

benefits. Thus, AI-driven research and development in power conversion can lead

to breakthroughs in technology and systems, further advancing the field.
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VII. CONCLUSION

In this study, i have explored and exploited different distinct control

methodologies, for PMSMs. The motor drive has been empowered through

the implementation of advanced and intelligent control techniques. At first,

this work presents a comprehensive analysis of three optimization techniques,

namely Particle Swarm Optimization (PSO), Cuckoo Search, and Jaya

Optimization, applied to tune the gains of an Speed Controller for enhancing

the performance of Permanent Magnet Synchronous Motors (PMSMs). Through

rigorous experimentation and testing, i have demonstrated the efficacy of

these optimization algorithms in achieving improved control parameters. The

results obtained from the tests provide valuable insights into the performance

enhancements achieved by each optimization method. The comparison table

offers a concise overview of their respective strengths and limitations, aiding

researchers and practitioners in selecting the most suitable optimization technique

for their specific applications.

Furthermore, a novel approach is introduced to address speed and

torque irregularities during low-speed operation by implementing an efficient

compensation technique utilizing a sliding-mode speed controller for interior

permanent magnet synchronous motor. This method aims to mitigate undesired

speed and torque fluctuations by introducing a scheme that renders the speed

controller’s parameters independent. Detailed discussion is provided on the

factors contributing to torque ripples, the structure of the speed controller, and

the compensatory measures for minimizing speed irregularities. The proposed

technique offers simplicity without incurring additional computational overhead,

making it suitable for drive applications where the presence of low-order

harmonics is undesirable. To counteract the chattering associated with sliding-

mode control, an exponential reaching law is introduced. This innovation brings

about swift convergence and adaptability to switching function variations, thus
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reinforce the robustness of the speed controller. The efficacy of this control

approach is substantiated through comprehensive simulations conducted under

diverse conditions, including variable low-speed scenarios, fluctuating loads, and

sinusoidal speed reference inputs. A comparative analysis is carried out against

conventional control methods, revealing that the proposed controller significantly

improves the stable−state and dynamic performance of IPMSM, particularly

in low−speed domains. Notable benefits include reduced speed oscillations,

diminished steady-state error, and accelerated transient responses.

Finally, this thesis has explored and showcased the integration of AI

driven control strategies for Permanent Magnet Synchronous Motors (PMSMs).

Through a meticulous investigation, i have demonstrated the effectiveness and

potential of utilizing AI techniques to enhance the performance of PMSMs in

various operational scenarios. At first, an improved model−free strategy for

current control, leveraging a neural network for surface mount Permanent Magnet

Synchronous Motor (SPMSM) drives. The effectiveness of this approach has

been substantiated through simulations encompassing diverse load and speed

scenarios. The neural network is initially pre−trained offline using traditional

Model Predictive Control (MPC) as a reference, constructing comprehensive

input−output datasets. Subsequently, this well-trained network is deployed

in online replacing traditional linear current control as an Artificial Neural

Network (ANN)−based current controller, showcasing notable proficiency in

both steady−state and dynamic performance. Furthermore, the network’s training

process employs a minimized set of input data signals, effectively reducing the

computational overhead during training and increase the performance efficacy

to 90% as compared to previously studied AI control designs. At the end

of this thesis, A novel approach to control design was employed, merging

deep learning with symbolic regression to proposed a non−linear controller.

Deep Symbolic Regression based non−linear controller effectively countered
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the constraints inherent in traditional linear control techniques. These methods

often encountered difficulties due to the difficult task of tuning gain parameters,

which carried notable significance. Furthermore, the difficulty arises from

parameter dependency frequently introduces hurdles, impacting the efficacy of

linear control strategies. The strategic incorporation of optimal gain parameters

played a pivotal role in driving dynamic and excellent performance within the

framework of a closed-loop linear control system The employment of DSR to

generate a numerical expression for voltage commands represents a cutting−edge

advancement in motor drive systems. This achievement signifies a pivotal

milestone in the application of deep learning techniques within power energy

conversion domains.

A. Future Work

• I intend to study multi−objective optimization for tuning the PI controller

gains for cascaded control design. Moreover, the performance of these

algorithm under parametric variation and drive uncertainties will be

studied.A statistical analysis will be incorporated in the same way to

determine the significance of the results.

• The application of DSR based current controller will be explored for

Induction machine.

• The potential application of the proposed FFNN based switching controller

for three−level NPC inverters and possibly multi−level inverters is of great

interest. The performance comparison of the proposed controller against

traditional switching schemes is to be compared.

• Employing RL, research studies on drive speed sensorless control, fault

monitoring, and tolerance control will also be explored in the future.
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A Appendix

To adjust the integral proportional (IP) controller gains for the control system,

we provide the pseudo code for Particle Swarm Optimisation , Cuckoo search,

and JAYA algorithm. By searching the search space iteratively and adjusting the

gains in response to the control system’s performance. By applying optimization

algorithms for integral proportional gain tuning, we aim to automate the gain

optimization process and enhance the control system’s performance by efficiently

finding near-optimal controller gains for various control applications. The

MATLAB optimization code snippets are included with a caption and label for

reference. Researcher can modify the code and the description to fit there specific

optimization scenario.

1. Particle Swarm Optimization

Algorithm 1 Particle Swarm Optimization.
Input: (n, mmax, w, c1, c2)
Output: gm

best = kp,ki
1: Initialize positions xi and velocity vi of n particles
2: Calculate the cost function (ITAE): x = (x1, ...,xn)
3: Assign present best pbest of all swarm particle to global best gbest
4: for (m = 0;m < mmax) do
5: for all n particles do
6: Calculate new velocity vi(m+1) using equation (19)
7: Check and amend boundary violations in vi(m+1)
8: Update positions xi(m+1) = xi(m)+ vi(m+1)
9: Check and amend boundary violations in xi(m+1)

10: Calculate error at updated positions xi(m+1)
11: Find the current best for each particle xbest

i
12: end for
13: Update the global best gm

best
14: end for

1 % MATLAB code PSO

2 for iteration = 1: maxIter

3 for particle = 1: swarmSize
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% For each particle

4 for dimension = 1: nDimensions

% Calculate new velocity for this dimension

5 currPos = swarm{particle ,dimensionCol }{

position ,dimension };

6 % Get current position

7 personalBestPos = swarm{particle ,

dimensionCol }{ personalBest ,dimension };

8 % Get best position

9 currVel = swarm{particle ,dimensionCol }{

velocity ,dimension };

10 % Get current velocity

11 gBestPos = gBest{1, dimensionCol }{position ,

dimension }; %

Get global best position

12 newVel = updateVelocity(currPos ,

personalBestPos ,currVel ,gBestPos ,w,c1 ,c2)

; % Calculate new velocity

13 % Check and amend boundary violation (velocity)

14 if newVel < lbVelocity

% Check for lower boundary violation

15 newVel = lbVelocity;

% If boundary violated , adjust

velocity

16 elseif newVel > ubVelocity

% Check for upper boundary violation
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17 newVel = ubVelocity;

% If boundary violated , adjust

velocity

18 end

19 % Update velocity of this dimension

20 swarm{particle ,dimensionCol }{velocity ,

dimension} = newVel;

21 % Update position of this dimension

22 newPos = currPos + newVel;

% Calculate new position

23 swarm{particle ,dimensionCol }{position ,

dimension} = newPos;

24 % Assign new position

25 % Check and amend boundary violation (position)

26 if newPos < bounds{lb ,dimension} || newPos >

bounds{ub ,dimension}

27 % Check for boundary violation

28 swarm{particle ,dimensionCol }{position ,

dimension} = ...

% If boundary

violated , adjust position

29 Init(bounds{lb ,dimension}, bounds{ub

,dimension });

30 end

31 end

32 % Evaluate this particle for err

33 err = fobj();
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% Call objective function

34 % Update personal best position for all

dimensions

35 if err <= swarm{particle ,errCol}

36 for dimension = 1: nDimensions

% For each dimension

37 swarm{particle ,dimensionCol }{

personalBest ,dimension} = ...

% Update personal

best with current position

38 swarm{particle ,dimensionCol }{

position ,dimension };

39 end

40 end

41 % Update err of current particle

42 swarm{particle ,errCol} = err;

43 % Update global best

44 if swarm{particle ,errCol} <= gBest{1,errCol}

%

Check if err of this particle <= global best

err

45 gBest{1,errCol} = swarm{particle ,errCol };

%

Assign new err to global best

46 % Update positions for all dimensions of

gbest

47 for dimension = 1: nDimensions

% For each dimension
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48 gBest{1, dimensionCol }{position ,dimension

} = ...

49 swarm{particle ,dimensionCol }{

position ,dimension };

50 end

51

52 end

53 if gBest{1,errCol} >= prevBestErr

54 stagnateCounter = stagnateCounter + 1;

55 else

56 stagnateCounter = 0; % Reset counter if there 's

improvement

57 end

58 % % Adjust inertia weight if stagnation threshold is

reached

59 if stagnateCounter >= stagnateThreshold

60 w = w + w_increase;

61 if w > w_max % Ensure w does not exceed w_max

62 w = w_max;

63 end

64 stagnateCounter = 0; % Reset the counter

65 end

66 end

Listing 1: PSO Implementation

2. Cuckoo Search Optimization

1 % MATLAB code CS

2 for k=1: max_iter

3 for i=1: discovery_eggs
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Algorithm 2 Cuckoo Search Algorithm.
Input: (n, p, mmax)
Output: xbest = Kp,Ki

1: Randomly initialize n candidates xi = (i = 1,2, ...,n)
2: Calculate the error (ITAE) of each candidate xi
3: Sort the population in ascending order of error (ITAE)
4: for (m = 0;m < mmax) do
5: for (i = 0 : i < p∗n) do
6: Pick a candidate xi with error ITAE at random
7: Generate x j by mutating xi using equation (20)
8: Calculate error e j of x j
9: if (e j < ITAE) then

10: Replace xi with x j
11: end if
12: end for
13: Sort the population in ascending order of error ITAE
14: Initialize (p∗n) worst candidates randomly
15: keep the best solution
16: end for

4 % Pick an egg from nest at random

5 index_egg = round( rand() * nest_size );

6 if index_egg == 0 % Because there is no egg at

0

7 index_egg = 1;

8 end

9 egg = cell (1,3);

10 [ egg{1,1}, egg{1,2}, egg{1,3} ] = deal( nest{

index_egg ,1}, nest{index_egg ,2}, nest{

index_egg ,3} );

11 % Create a new egg from this egg

12 new_egg = egg; % First get the egg in variable

new_egg

13 % Modify kp

14 if rand() < 0.5 % Toss a coin

15 new_egg {1,1} = new_egg {1,1} - alpha*rand()^(
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lambda);

16 else

17 new_egg {1,1} = new_egg {1,1} + alpha*rand()^(

lambda);

18 end

19 % Check boundary

20 if new_egg {1,1} < lb_kp || new_egg {1,1} > ub_kp

21 new_egg {1,1} = Init(lb_kp , ub_kp);

22 end

23 % Modify ki

24 if rand() < 0.5 % Toss a coin

25 new_egg {1,2} = new_egg {1,2} - alpha*rand()^(

lambda);

26 else

27 new_egg {1,2} = new_egg {1,2} + alpha*rand()^(

lambda);

28 end

29 % Check boundary

30 if new_egg {1,2} < lb_ki || new_egg {1,2} > ub_ki

31 new_egg {1,2} = Init(lb_ki , ub_ki);

32 end

33 % Calculate err of new_egg

34 [kp, ki, new_egg {1 ,3}] = deal( new_egg {1,1},

new_egg {1,2}, fobj() );

35 % If new_egg is better than egg , new_egg will

replace egg in the nest

36 if new_egg {1,3} <= egg{1,3} % if err(new_egg) <

err(egg)

37 [nest{index_egg , 1}, nest{index_egg , 2},

nest{index_egg , 3}] = deal( new_egg {1,1},
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new_egg {1,2}, new_egg {1,3} );

38 end

39 end

40 for i = (nest_size - discovery_eggs)+1 : nest_size

41 [nest{i,1}, kp] = deal( Init(lb_kp , ub_kp) );

% kp

42 [nest{i,2}, ki] = deal( Init(lb_ki , ub_ki) );

% ki

43 nest{i,3} = fobj(); % err

44 end

45 end

Listing 2: CS Implementation

3. Jaya Optimization

1 % MATLAB code JAYA

2 for iteration = 1: maxIter

% For each iteration

3 for particle = 1: swarmSize

% For each particle

4 [ placeHolder {1, dimensionCol}, placeHolder {1,

errCol} ] = ...

5 deal( swarm{particle ,dimensionCol}, swarm{

particle ,errCol} );

6 % Save this particle before modification

7 for dimension = 1: nDimensions

% For each dimension % Modify particle
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Algorithm 3 Jaya Optimization Algorithm
1: Input: n, mmax
2: Output: K∗i , K∗p
3: Randomly initialize n population with random IP gains: Ki

i , Ki
p for i =

1,2, . . . ,n
4: m← 0
5: while m < mmax do
6: for each candidate in n do
7: Evaluate the IP controller with Ki

i and Ki
p

8: Calculate cost function (ITAE) and store it for candidate i
9: end for

10: Find the candidate with the lowest performance criterion as best solution
11: Find the candidate with the highest performance criterion as worst solution

12: for each candidate in n do
13: Ki

i ← Ki
i + rand()× (best.Ki−Ki

i )
14: Ki

p← Ki
p + rand()× (best.Kp−Ki

p)
15: end for
16: if Stopping Criteria Satisfied then
17: break
18: end if
19: m← m+1
20: end while
21: K∗i ← best.Ki
22: K∗p← best.Kp
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position

8 currPos = swarm{particle ,dimensionCol }{

position ,dimension };

9 % Get current particle position

10 bestPos = swarm{bestParticle ,dimensionCol }{

position ,dimension };

11 % Get best particle position

12 worstPos = swarm{worstParticle ,dimensionCol

}{position ,dimension };

13 % Get worst particle position

14 newPos = updatePosition(currPos ,bestPos ,

worstPos);

%

Calculate new position

15 swarm{particle ,dimensionCol }{position ,

dimension} = newPos;

16 % Assign new position

17 % Check and amend boundary violation (

position)

18 if newPos < bounds{lb ,dimension} || newPos >

bounds{ub ,dimension}

19 % Check for boundary violation

20 swarm{particle ,dimensionCol }{position ,

dimension} = ...

% If boundary

violated , adjust position

21 Init(bounds{lb ,dimension}, bounds{ub

,dimension });

22 end

23 end
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24 % Evaluate this particle for err

25 swarm{particle ,errCol} = fobj();

% Call objective function , get err

26 if placeHolder {1,errCol} < swarm{particle ,errCol

} % Check

if previous version of particle was better

27 [ swarm{particle ,dimensionCol}, swarm{

particle ,errCol} ] = ...

% If true , restore

previous particle

28 deal( placeHolder {1, dimensionCol},

placeHolder {1,errCol} );

29 end

30 % Shuffle by 'err ' column since best/worst could

change

31 swarm = sortrows(swarm ,errCol);

32 end

33 end

Listing 3: Proposed Jaya Implementation

4. Experimental Results of DSR

The test results focused on evaluating the effectiveness of DSR in the control

of AC machines. These results showcase that DSR not only successfully

substitutes the traditional linear current controller but also enhances closed-loop

performance in AC machine control systems. The data and analysis underline the

robustness and efficiency of DSR, marking a significant advancement in the field

of AC machine control
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