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Transmission, Storage and Computation 
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In today’s world, most of the automated applications ranging from the health sector to the 

entertainment industry are driven by Artificial Intelligence (AI), owing to the success of deep 

learning (DL) algorithms. There are two main challenges in the development and implementation of 

DL-based solutions. First, DL algorithms are characterized as compute-intensive tasks, and their 

training requires innovative technology and high computational resources. Second, training DL 

models for a particular task requires a large volume of sample data, which in some domains such as 

in the field of medical image analysis, is expensive and difficult to acquire. To overcome these 

limitations, cloud services such as computing, and storage resources are emerging as one of the cost-

effective solutions. For example, in the first case, organizations can avail cloud-computing services 

to access the latest technology to speed-up the training process and allow DL models to scale 

efficiently with a lower capital cost. Similarly, to mitigate the data deficiency challenge, an 

organization can benefit from a community cloud, where services are shared by organizations with 

common interests to achieve their goals. In this case, cloud storage services can be utilized as a shared 

data repository for joint projects and collaboration among the organizations. Nonetheless, like all 
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communication systems, when data is outsourced to the avail of cloud services, there is a risk of 

information leakage, which can lead to privacy concerns. A straightforward solution to this is the 

encryption of data before transmission and for which the full encryption algorithms based on the 

number theory and chaos theory are proven to be the most secure techniques. Though this guarantees 

security during transmission, it is necessary to decrypt the data prior to performing any computations 

on them. This data reveal may be tolerable in certain scenarios; however, when dealing with privacy-

sensitive data such as medical images, surveillance data, financial data, etc., such encryption 

techniques are not adequate to cater to the requirements of privacy preserving computation. In 

addition, when transmitting large volumes of data (especially image data), compression is necessary 

to efficiently utilize the available limited bandwidth. On the other hand, techniques specifically 

proposed to enable computation in the encryption domain have their associated computational cost, 

communication overhead and specialized design requirement that may reduce data utility and 

degrade the DL model performance. Therefore, privacy-preserving techniques that can jointly satisfy 

the dual requirements of data transmission, data storage and computation in the encryption domain 

are of immense importance. 

In this work, we first investigate the order of performing compression and encryption 

processes that gives a better trade-off between compression savings and encryption efficiency and 

measure its impact on the downstream application performance. Next, we present a detailed 

taxonomy and comprehensive analysis of the JPEG compatible perceptual encryption methods in 

terms of their encryption and compression efficiencies. We adapt the assorted practices that have 

been proposed to effectively manage the encryption and compression trade-off, into a uniform 

framework, which may serve as a guideline for selecting appropriate techniques according to the 

privacy-preserving system requirements. To find proper trade-offs between achieving necessary 

privacy-preservation (during transmission and computation), preserving compression savings and 

downstream application accuracy, we present a novel transformation function to overcome the 

limitations of the perceptual encryption methods. In our proposed end-to-end system pipeline for 
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privacy-preserving computation, the compression block introduces certain information loss that may 

degrade the model accuracy, we propose a novel noise-based data augmentation technique to mitigate 

the impact of the compression artifacts on the trained DL model performance. To validate the 

usefulness of the proposed method, we consider a wide range of privacy-preserving applications such 

as privacy-preserving face recognition, privacy-preserving natural image classification and privacy-

preserving COVID-19 detection in Chest X-ray images. 

Our simulation results show that the proposed simultaneous image encryption and 

compression scheme for secure and efficient data transmission and/or storage, preserves the lossless 

compression saving, and with our data-to-symbol mapping function the compression saving is 

improved on average from 6% to 15%. On the other hand, in the privacy-preserving computation 

domain, the proposed PE-based scheme at best introduces a decrease of  5% in the prediction 

accuracy of a DL model for natural image classification task while 3% drop in the model’s accuracy 

and sensitivity scores for medical image analysis. In the face recognition application, the proposed 

privacy preservation scheme delivers the same recognition accuracy as that of the plain images. 

Moreover, the proposed noise-based augmentation method has reduced the difference in model 

accuracy from 11% to 2% for classification of natural images. 
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지도교수: 신석주 

컴퓨터공학과 

조선대학교 

 

 

딥러닝(DL) 알고리즘의 발전이 인공지능(AI) 기반 자동화 애플리케이션의 확산을 

이끌고 있다는 사실은 보건부터 엔터테인먼트까지 넓은 범위에서 목격된다. 그러나, DL 

기반 솔루션을 개발하고 구현하는 데는 크게 두 가지 주요 장애물이 있다. 첫째로, DL 

알고리즘이 매우 연산 집약적이며, 그 학습 과정은 혁신적인 기술과 상당한 계산 자원을 

필요로 한다. 둘째로, DL 모델의 학습을 위해선 풍부한 샘플 데이터가 요구되는데, 특히 

의료 이미지 분석 등 일부 분야에서는 비용 문제와 확보의 어려움이 동시에 발생한다. 

이러한 한계를 극복하기 위한 방법 중 하나로 클라우드 서비스, 특히 컴퓨팅과 

스토리지 자원이 주목 받고 있다. 예를 들어, 딥러닝 기술을 사용하는 조직들은 클라우드 

컴퓨팅 서비스를 이용하여 최신 기술에 접근하고, 학습 과정을 가속화하며, DL 모델을 보다 
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저렴한 비용으로 효율적으로 확장할 수 있다. 또한, 데이터 부족 문제 해결이라는 공동의 

목표를 위해 서비스를 공유하는 커뮤니티 클라우드의 이점을 활용할 수 있다. 이 경우, 

클라우드 스토리지 서비스는 조직 간의 공동 프로젝트 및 협업을 위한 공유 데이터 

저장소 역할을 할 수 있다. 

그러나, 클라우드 서비스를 이용하여 데이터를 아웃소싱할 때는 데이터 유출 위험이 

있으며, 이는 개인정보 보호 문제로 이어질 수 있다. 이 문제를 간단히 해결하는 방법은 

데이터를 전송하기 전에 암호화하는 것이다. 정수론과 혼돈 이론에 기반한 완전 암호화 

알고리즘이 가장 안전하다고 알려져 있다. 이 방법은 데이터의 보안성을 보장하지만, 

데이터를 처리하기 전에는 암호를 해독해야 한다. 이 방법은 일부 응용 시나리오에서는 

적용 가능하지만, 의료 이미지나 감시 데이터, 재무 데이터 등 개인 정보에 민감한 데이터 

처리의 경우 개인정보 보호 요구 사항을 만족시키기는 어렵다. 또한, 큰 데이터(특히 

이미지 데이터)를 전송하면서 제한된 대역폭을 효과적으로 활용하기 위해 데이터 압축이 

필요하다. 한편으로, 암호화 영역에서 계산을 가능하게 하는 PPDL 기술은 연산 비용, 통신 

오버헤드 및 특수 설계 요구 사항 등으로 인해 데이터 유틸리티를 줄이고 DL 모델의 

성능을 저하시킬 수 있다. 따라서, 데이터 전송과 저장, 그리고 연산에 대한 보안 요구를 

모두 충족시킬 수 있는 개인정보 보호 기술은 매우 중요한 연구 주제라 할 수 있다. 

본 연구에서는 먼저 압축 절약과 암호화 효율성 사이의 더 나은 균형을 찾기 위해 

압축과 암호화 과정의 수행 순서를 조사하고, 이것이 다운스트림 애플리케이션의 성능에 
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어떠한 영향을 미치는지 측정하였다. 다음으로, JPEG 호환 지각 암호화 방법에 대한 자세한 

분류 체계와 포괄적인 분석을 제시하였으며, 이는 암호화와 압축 효율성 측면에서 

고려되었다. 본 연구에서는 암호화와 압축의 균형을 효과적으로 관리하기 위해 제안된 

다양한 방법을 표준 프레임워크로 적용하여, 개인정보 보호 시스템의 요구 사항에 따라 

적절한 기술을 선택하는 지침이 될 수 있도록 지표들을 제시하였다. 필요한 개인정보 

보호(전송 및 계산 중), 압축 절약의 보존, 그리고 다운스트림 애플리케이션의 정확도 

사이의 적절한 균형을 찾기 위해, 연구에서는 지각 암호화 방법의 한계를 극복하는 새로운 

변환 함수를 제시하였다. 연구에서 제안하는 개인정보 보호 연산을 위한 종단간 시스템 

파이프라인에서는, 압축 블록이 모델 정확도를 저하시킬 수 있는 특정 정보의 손실을 

초래하였다. 이에 대응하기 위해, 연구에서는 훈련된 DL 모델의 성능에 압축 아티팩트의 

영향을 완화하는 새로운 노이즈 기반 데이터 확대 기술을 제안하였으며, 제안된 방법의 

유용성을 확인하기 위해 흉부 X-선 이미지에서의 개인정보 보호 얼굴 인식, 개인정보 보호 

자연 이미지 분류, 그리고 개인정보 보호 COVID-19 감지 등 다양한 개인정보 보호 

애플리케이션을 고려하였다. 

시뮬레이션 결과로부터, 제안된 동시 이미지 암호화 및 압축 기법이 안전하고 

효율적인 데이터 전송 및 저장을 가능하게 하며, 무손실 압축 절약을 유지하고, 데이터 대 

심볼 매핑 함수를 통해 압축 절약을 평균 6%에서 15%까지 향상시킨다는 것을 확인하였다. 

또한, 제안된 PE 기반 방식을 사용하면, 개인정보 보호 연산 영역에서 자연 이미지 분류 
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작업에 대한 DL 모델의 예측 정확도는 약 5% 감소하는 반면, 의료 이미지 분석에 대한 

모델의 정확도와 민감도 점수는 약 3% 감소함을 확인하였다. 
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I. INTRODUCTION 

 

1.1. Preface 

For the improved quality of life, deep learning-based solutions are widely adopted in a 

multitude of application domains such as computer vision, pattern recognition, natural language 

processing, and medical image analysis etc. For a well-performing DL model, large volume of 

sample data and high computation resources are needed. These requirements can be fulfilled by 

taking advantage of powerful infrastructures such as cloud-computing services, to avail high-

powered computational resources, and cloud-storage services, for adopting collaborative learning. 

However, this comes with security and privacy concerns as there are potential risks of leakage of 

privacy-sensitive information associated with outsourcing the data. In addition, given the large 

volume of data, bandwidth and storage efficiencies should also be considered. Traditional privacy 

preservation approaches treat the requirements of data transmission and computation separately even 

though both are necessary to be fulfilled to fully reap the benefits of DL for data-driven applications. 

Hence, this necessitates efficient privacy-preserving techniques and solutions for many emerging 

applications. In this thesis, we aim to preserve user privacy by implementing privacy-preserving 

solutions that satisfy the dual requirements of data transmission, data storage and computation in the 

encryption domain, altogether. 

1.2. Thesis Statement 

The exchange of privacy-sensitive data to outsource the computation and/or storage 

requirements results in privacy concerns and thereby necessitates privacy preservations. Finding 

proper trade-offs between maintaining a desired level of compression savings, preserving necessary 

privacy while achieving acceptable downstream application performance by means of implementing 

suitable encryption and compression techniques, and avoiding (or at best, reducing) the potential 

negative impact of the visual degradation (because of applying either privacy preservation or 
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compression technique) on the DL model performance. 

1.3. Research Objectives and Questions 

This thesis has the following objectives and their respective research questions. Our first 

objective (O1) is to design and analyze simultaneous image encryption and compression scheme for 

photo sharing and archiving purposes. Our second objective (O2) is to taxonomize and evaluate 

perceptual encryption techniques for encryption-then-compression systems. The third objective (O3) 

is to design and evaluate noise-based data augmentation method to mitigate the impact of the 

compression artifacts on a trained DL model performance, and finally, the fourth objective (O4) is 

to find better tradeoffs between compression savings, user privacy and dataset utility, and measure 

its impact on DL model performance in domain specific applications.  

O1 Design and evaluation of simultaneous image encryption and compression scheme for 

image data sharing and archiving. Compression and encryption are often performed 

together for image sharing and/or storage and the order in which these two processes are 

coupled together affects the overall efficiency of digital image services. For example, 

encrypted data has less or no compressibility while it is challenging to ensure reasonable 

security without downgrading the compression performance. The problem lies in treating 

compression and encryption as two separate processes. There is a need to develop 

simultaneous image encryption and compression schemes to meet the dual requirements of 

image data transmission. We describe more about incorporating one requirement into 

another in Chapter 3 and Papers [1]–[4]. 

Research Question. How to incorporate compression requirement in an encryption 

algorithm?  

O2 Analysis of the state-of-the-art and taxonomy of perceptual encryption techniques for 

encryption-then-compression systems. In general, when encryption is completed prior to 

compression then less or no redundancy is left for the compression algorithm to exploit in 
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order to reduce the image size. Therefore, almost in all cases it is preferred to perform 

compression before encryption – compression-then-encryption (CtE). However, when a 

multimedia application such as photo-storage service has the requirement of preserving the 

image format after the compression and encryption processes, then it is beneficial to reverse 

the conventional order of CtE. In this direction, a new class of image encryption techniques 

called perceptual encryption (PE) algorithms is emerging, which provides a necessary level 

of security while preserving the compression savings of the JPEG algorithm. A tradeoff in 

these methods, however, is between security efficiency and compression savings due to the 

chosen block size. Several solutions such as the processing of each color component 

independently, and image representation have been proposed to effectively manage this 

tradeoff. There is a necessity to develop a detailed taxonomy of the PE methods and adapt 

these assorted practices into a uniform framework to provide a fair comparison of their 

results. To mitigate the weaknesses of existing PE methods and make them suitable for 

privacy-preserving applications, novel encryption transformation function is necessary. We 

present comprehensive analysis of the JPEG compatible PE methods in Chapter 4 and paper 

[5] and describe our proposed method in detail in Chapters 4 and 5 and papers [6]–[12].  

Research Question. How to achieve a better trade-off between compression savings and 

encryption efficiency –specifically, during transmission and format-compatible storage?  

O3 Design and evaluation of noise-based augmentation method to mitigate the impact of 

the JPEG compression artifacts on a trained deep learning model performance. Lossy 

image compression provides an efficient solution to the exchange and storage of large 

volumes of image data for various applications. The main design principle of a lossy 

compression algorithm is to discard visually insignificant information as much as possible 

while keeping the resulting visible artifacts at a minimum. These unperceivable defects 

significantly degrade the performance of a trained deep learning (DL) model. Because for 

an efficient model, it is necessary that the training and testing are performed against the data 
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that come from the same target application distribution. The model generalization can be 

improved with the aid of data augmentation for which the existing techniques are not 

adequate as they do not take noise into consideration. There is a need to evaluate and design 

a data augmentation strategy that can enhance the quality of training datasets such that the 

model generalizes well on any future noisy images. Explanation of our proposed 

augmentation method is given in Chapter 5 and papers [7], [13], [14]. 

Research Questions. How to improve a DL model generalization in the presence of 

compression distortions? Importantly, how to mitigate the compression artifacts impact on 

a trained DL model performance without any pre-processing for efficient inference?  

O4 Finding better tradeoffs between compression savings, user privacy, and dataset utility, 

and measuring its impact on DL model performance in domain specific applications. 

After satisfying the dual requirements of image data transmission by finding a proper 

tradeoff between compression and encryption efficiencies, we can measure the impact of 

perceptual encryption for preserving user privacy during computations mainly in terms of 

DL model performance on a downstream task. We describe this in different application 

contexts in Chapter 6 and papers [6], [9], [15]–[17]. 

Research Question. How to find a proper trade-off between preserving necessary user 

privacy and maintaining acceptable DL model performance? 

1.4. Contributions 

To address the aforementioned objectives and answer their associated research questions, the 

main contributions of this thesis are summarized below:  

C1 Compression. A novel partitioning method for data-to-symbol mapping. We proposed a 

hybrid simultaneous image encryption and compression algorithm that incorporates the 

compression requirement of a data communication system into the encryption algorithm as 

part of our objective O1. Encryption is based on Chaos theory and is carried out in two steps, 
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i.e., permutation and substitution. The lossless compression is performed on the shuffled 

image and then the compressed bitstream is grouped into 8-bit blocks for substitution stage. 

The lossless nature of the proposed scheme makes it suitable for medical image compression 

and encryption applications. To improve the performance of the entropy encoder of the 

compression algorithm, we propose a novel data-to-symbol mapping method based on 

Chinese remainder theorem to represent adjacent pixel values as a block. With such 

representation, the compression saving is improved on average from 5.76% to 15.45%. 

C2 Encryption. An analysis and taxonomy of compressible perceptual encryption methods. 

Perceptual encryption hides identifiable information of an image in such a way that its 

intrinsic characteristics remain intact. This recognizable perceptual quality can be used to 

enable computer vision applications in the encryption domain. A class of PE algorithms 

based on block level processing has recently gained popularity for their ability to generate 

JPEG compressible cipher images. A tradeoff in these methods, however, is between 

security efficiency and compression savings due to the chosen block size. Several methods 

(such as the processing of each color component independently, image representation, and 

sub–block level processing) have been proposed to effectively manage this tradeoff. We 

present a taxonomy of these assorted practices and adapt them into a uniform framework to 

provide a fair comparison of their results (objective O2). Specifically, their compression 

quality is investigated under various design parameters such as the choice of colorspace, 

image representations, chroma subsampling, quantization tables, and block size. Also, their 

encryption quality is quantified in terms of several statistical analyses (Objective O4). 

C3 Encryption. A new geometric transformation function for perceptual encryption 

methods. In the conventional PE methods, for better security, a larger number of blocks is 

achieved by decreasing the block size; therefore, the key size expansion is limited by the 

smallest allowable block size used in the compression algorithm. In addition, the PE 

extended methods that process each color component independently or represent an input 
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color image as a pseudo grayscale image to achieve a larger number of blocks degrade image 

quality and compression savings, and remove color information, which limits their 

applications. To overcome these limitations, we propose inter and intra block processing 

that performs the encryption steps that only change correlation’s direction on a sub-block 

level, thereby improving the encryption efficiency without compromising the compression 

performance. The intra block processing results in a new transformation –inside-out 

transformation function (Objective O2). Besides security, the main advantage of the 

proposed method is that it retained color information, which makes it suitable for privacy-

preserving computations without the need of decryption (Objective O4). 

C4 Deep learning. A novel data augmentation technique. Large volume of data is necessary 

for training an efficient DL model to avoid overfitting and to generalize well on the unseen 

data, which is difficult and expensive to acquire. Data augmentation is one of the effective 

solutions to this problem. We propose a novel noise-based data augmentation technique to 

enhance the quality of training datasets such that the model generalizes well on the noisy 

images in future (Objective O3). Specifically, we consider the JPEG distortions to generate 

new images. The main advantages of the proposed method are that it does not require artifact 

correction as a preprocessing step and can preserve the model performance on the 

uncompressed images. Simulation results show that the proposed technique mitigates the 

impact of the compression artifacts on the trained DL model performance and on heavily 

compressed images, the accuracy difference is reduced from 11% to 2% for classification of 

natural images and 6% to 1% for COVID-19 detection in CXR images. In addition, for larger 

resolution images the model is immune against noise but with the proposed method there is 

a 2% gain in the model’s performance.  

C5 Applications. Privacy-preserving image data transmission, format-compatible storage, 

and computation applications of perceptual encryption techniques. We first extended 

the applications of PE schemes to the privacy preserving computation domain. Given their 
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limitations, we then proposed a method to improve their security efficiency without 

compromising compression savings and DL model accuracy (Objective O4). For natural 

images classification task, our proposed PE-based privacy preserving scheme at best 

introduces a decrease of 5% in the prediction accuracy of the trained models (Objective 

O4). For face recognition application, the proposed privacy preserving scheme delivers the 

same recognition accuracy as that of the plain images (Objective O4). For COVID-19 

screening in CXR images, the proposed PE-based privacy preserving scheme at best 

introduces a 3% drop in the model's accuracy and sensitivity scores (Objective O4). On the 

other hand, the JPEG compression performance on the cipher images is reduced 3% at best 

(Objectives O2 and O4). 

1.5. Publications and Thesis Outline 

The core chapters of this thesis are derived from research papers that are already published in 

journals and conferences during my Ph.D. candidature in collaboration with my Ph.D. supervisor and 

other collaborators. This thesis uses a standard pronoun of “We” for reporting collaborative research; 

however, I have carried out the main research activities such as conceptualization, methodology, 

software development, formal analysis, investigation, data curation, writing--original draft 

preparation and visualization. The thesis chapters along with their corresponding publications are 

given below: 

Chapter 1 – This chapter describes the thesis statement, research objective and their associated 

research questions, the contributions of the thesis, and the thesis outline along with the publications. 

Chapter 2 – This chapter provides the preliminaries necessary for the foundation of this thesis, and 

the evaluation metrics that have been used throughout this thesis. 

Chapter 3 – This chapter addresses the research question associated with O1 by designing a 

simultaneous image encryption-compression technique and proposed a novel data-to-symbol 

mapping technique based on Chinese Remainder Theorem. The optimal parameters selection and the 



- 8 - 

 

analysis presented in this chapter have been published in: 

P1 I. Ahmad and S. Shin, A novel hybrid image encryption–compression scheme by combining 

chaos theory and number theory, Signal Processing: Image Communication, vol. 98, p. 

116418, Oct. 2021, Elsevier. 

P2 I. Ahmad, B. Lee and S. Shin, Analysis of Chinese Remainder Theorem for Data 

Compression, The 34th International Conference on Information Networking (ICOIN), 

IEEE, Barcelona, Spain, Jan 7-10, 2020. (Poster Presentation). 

P3 I. Ahmad and S. Shin, Analysis of Chinese Remainder Theorem Moduli for Image 

Compression, KICS Fall Conference 2019, KICS, Seoul, Korea, Nov 16, 2019. (Oral 

Presentation). 

P4 I. Ahmad and S. Shin, Performance analysis of Chinese Remainder Theorem for Data 

Compression, Korea Computing Conference (KCC), KIISE, Virtual, Jul 2-4, 2020. (Oral 

Presentation). 

Chapter 4 – This chapter addresses the research question associated with O2. The chapter first 

develop a detailed taxonomy of the conventional perceptual encryption methods and adapts the 

assorted practices, into a uniform framework, that have been proposed to find a proper tradeoff 

between compression savings and encryption efficiency of encryption-then-compression schemes. 

The chapter then identifies the weaknesses in the existing perceptual encryption methods, and 

towards which proposes a novel transformation function. The analysis presented in this chapter have 

been published in: 

P5 I. Ahmad, W. Choi and S. Shin, Comprehensive Analysis of Compressible Perceptual 

Encryption Methods – Compression and Encryption Perspectives, Sensors, vol. 23, no. 8, 

p. 4057, Apr. 2023, MDPI. 

P6 I. Ahmad and S. Shin, IIB–CPE: Inter and Intra Block Processing-Based Compressible 

Perceptual Encryption Method for Privacy-Preserving Deep Learning, Sensors, vol. 22, no. 
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20, p. 8074, Oct. 2022, MDPI. 

P7 I. Ahmad and S. Shin, Effect of Inter and Intra Block-level shuffling on the JPEG 

Compression Performance, Summer Workshop on Computer Communication (SWCC), 

KIISE, Virtual, Aug 25, 2021. (Oral Presentation). 

P8 I. Ahmad and S. Shin, Perceptual Encryption-based Privacy-Preserving Deep Learning in 

Internet-of-Things Applications, The 13th International Conference on Information and 

Communication Technology Convergence (ICTC), IEEE, Jeju, Korea, Oct 19-21, 2022. 

(Oral Presentation). 

Chapter 5 – This chapter addresses the research questions associated with objectives O2 and O3. The 

chapter first extends the applications of proposed Perceptual Encryption method to cloud-based 

medical image analysis and presents a novel noise-based data augmentation technique to make the 

DL model robust against the compression artifacts. The applications and analysis are published in: 

P9 I. Ahmad and S. Shin, A Perceptual Encryption-Based Image Communication System for 

Deep Learning-Based Tuberculosis Diagnosis Using Healthcare Cloud Services, 

Electronics, vol. 11, no. 16, p. 2514, Aug. 2022, MDPI. 

P10 I. Ahmad and S. Shin, Encryption-then-Compression System for Cloud-based Medical 

Image Services, The 36th International Conference on Information Networking (ICOIN), 

IEEE, Jeju, Korea, Jan 12-15, 2022. (Oral Presentation) [Best Paper Award]. 

P11 I. Ahmad and S. Shin, Noise-cuts-Noise Approach for Mitigating the JPEG Distortions in 

Deep Learning, The 5th International Conference on Artificial Intelligence in Information 

and Communication (ICAIIC), IEEE, Bali, Indonesia, Feb 20-23, 2023. (Oral Presentation). 

P12 I. Ahmad and S. Shin, Quantitative Assessment of the Impact of Lossy JPEG Compression 

on Deep Learning Models, The 8th International Conference on Next Generation 

Computing (ICNGC), KINGPC, Jeju, Korea, Oct 6-8, 2022. (Poster Presentation). 
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P13 I. Ahmad and S. Shin, A Comparison of EfficientNets for Tuberculosis Detection in Chest 

Radiographs, The 3rd Korea Artificial Intelligence Conference, KICS, Jeju, Korea, Sep 28-

30, 2022. (Oral Presentation). 

P14 I. Ahmad and S. Shin. “Leveraging Transfer Learning in EfficientNetv2-based 

Tuberculosis Detection.” Fall Conference, KICS, Geyeongju, Korea, Nov 16-18, 2022. 

(Oral Presentation). 

Chapter 6 – This chapter addresses research question associated with O4 by considering Perceptual 

Encryption-based Privacy Preserving Deep Learning for various applications such natural image 

classification, face recognition and medical image analysis in the encryption domain. Thereby 

preserves user privacy during computation. The applications presented in this chapter appeared in P6 

and P8, and in the following papers: 

P15 I. Ahmad, S. Hwang, E. Kim, and S. Shin, Privacy-Preserving Surveillance for Smart 

Cities, 13th International Conference on Ubiquitous and Future Networks (ICUFN), IEEE, 

Barcelona, Spain, Jul 5-8, 2022. (Oral Presentation). 

P16 I. Ahmad and S. Shin, Perceptual Encryption-based Privacy-Preserving Deep Learning 

for Medical Image Analysis, The 37th International Conference on Information Networking 

(ICOIN), IEEE, Bangkok, Thailand, Jan 11-14, 2023. (Oral Presentation) [Best Paper 

Award]. 

P17 I. Ahmad and S. Shin, Block-based Perceptual Encryption Algorithm with Improved Color 

Components Scrambling, Spring Conference, KINGPC, Jeju, Korea, May 19-21, 2022. 

(Oral Presentation). 

Chapter 7 – This chapter summarizes the thesis by stating its main key findings and outlines possible 

future research directions. 
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1.6. Other Publications 

Besides the above publications, I have contributed to the following publications as first author 

or as a co-author, and inventor of one patent: 

P18 Korean Patent Application No. 10-2021-0174309, Apparatus and Method for Encrypting 

and Compressing Image, (filing date 08/12/2021). 

P19 I. Ahmad, N. Islam and S. Shin, Performance Analysis of Cloud-based Deep Learning 

Models on Images Recovered without Channel Correction in OFDM System, The 27th Asia-

Pacific Conference on Communications (APCC), IEEE, Jeju, Korea, Oct 19-21, 2022. (Oral 

Presentation). 

P20 I. Ahmad, S. Hwang and S. Shin, Determining Jigsaw Puzzle State from an Image Based 

on Deep Learning, The 4th International Conference on Artificial Intelligence in 

Information and Communication (ICAIIC), IEEE, Jeju, Korea, Apr 21-24, 2022. (Oral 

Presentation). 

P21 I. Ahmad and S. Shin, Fine-Tuning Pre-Trained Deep Learning Models for Multiclass 

Grayscale Images Classification, The 7th International Conference on Next Generation 

Computing (ICNGC), KINGPC, Jeju, Korea, Nov 4-6, 2021. (Poster Presentation). 

P22 I. Ahmad and S. Shin, An Approach to Run Pre-Trained Deep Learning Models on 

Grayscale Images, The 3rd International Conference on Artificial Intelligence in 

Information and Communication (ICAIIC), IEEE, Jeju, Korea, Apr 13-16, 2021. (Oral 

Presentation). 

P23 I. Ahmad and S. Shin, Region-based Selective Compression and Selective Encryption of 
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II. BACKGROUND 

 

2.1. Chinese Remainder Theorem 

Chinese remainder theorem (CRT) states that if moduli ݉௞ are pairwise relative prime, then 

for any given integers	 ݊௞, the system of congruence  

ݔ ≡ ݊௜	 	݀݋݉ ݉௜, ݅ ൌ 1, 2,⋯ , ݇, ሺ1ሻ 

has a unique solution ݔ in the product of their moduli as, 

ݔ ≡ 	 ෍݊௜ܯ௜ ௜ܰ	 mod	 ܯ

௞

௜ୀଵ

, ሺ2ሻ 

Given that	 ݉݅݊ሺ݉௞ሻ ൐ ݇ ,ሺ݊௞ሻݔܽ݉  is the number of congruence equations, product of 

moduli ݉௞ is	 ܯ ൌ 	 ∏ ݉௜
௞
௜ୀଵ ௜ܯ , ൌ

ெ

௠೔
 and	 ௜ܰ ≡ ௜ܯ

ିଵmod	 ݉௜. 

The integers ݊௞ can be recovered from (2) by taking modulus of ݔ with the corresponding 

݉௞ as, 

݊௜ ≡ 	ݔ 	݀݋݉ ݉௜, ሺ3ሻ 

2.2. 2D Hyper-Chaotic System 

Due to excellent properties of chaotic maps such as ergodicity, sensitivity to initial conditions, 

system parameters space and pseudo-randomness make them suitable for image encryption systems. 

Hyper-chaos is a special phenomenon of chaos where instability occurs in more than one direction. 

In our proposed scheme, we have used 2D hyper-chaos discrete nonlinear dynamic system to shuffle 

the input image. The system is given by [18] 

൜
௜ାଵݔ ൌ ݂ሺݔ௜, ௜ሻݕ
௜ାଵݕ ൌ ݃ሺݔ௜, ௜ሻݕ

, ሺ4ሻ 

where, 
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ቊ
݂ሺݔ௜, ௜ሻݕ ൌ ܽଵ ൅ ܽଶݔ௜ ൅ ܽଷݔ௜

ଶ ൅ ܽସݕ௜ ൅ ܽହݕ௜
ଶ ൅ ܽ଺ݔ௜ݕ௜

݃ሺݔ௜, ௜ሻݕ ൌ ܾଵ ൅ ܾଶݔ௜ ൅ ܾଷݔ௜
ଶ ൅ ܾସݕ௜ ൅ ܾହݕ௜

ଶ ൅ ܾ଺ݔ௜ݕ௜
, ሺ5ሻ 

Based on (5), we have derived the following 2D hyper-chaos with discrete nonlinear dynamic 

system for the control parameters ܽ and	 ܾ, 

௜ାଵݔ ൌ ܽଵ ൅ ܽଶݔ௜ ൅ ܽସݕ௜
௜ାଵݕ ൌ ܾଵ ൅ ܾଷݔ௜

ଶ , ሺ6ሻ 

where ݔ, y are state variables and ܽଵ, ܽଶ, ܽସ, ܾଵ, ܾଷ are control parameters. We have set the 

initial values ݔ଴ ൌ 0.0394  and 	 ଴ݕ ൌ 0.0001 . When ܽଵ ൌ 0.2; ܽଶ ൌ 0.3; ܽସ ൌ 0.5; ܾଵ ൌ

െ1.7; ܾଷ ൌ 3.7, the system is hyper-chaotic. The Lyapunov exponents of the system are 0.161 and 

0.095 for ݔ௜ାଵ and	  .௜ାଵ, respectivelyݕ

2.3. Logistic Map 

We have used the 1-D chaotic logistic map in the substitution step. It has been shown by [19] 

that logistic maps have lower complexity than Chebyshev maps and Lorenz system. It is given by 

݀௜ାଵ ൌ ௜ሺ1݀ߤ െ ݀௜ሻ, ሺ7ሻ 

where, ߤ is the control parameter. The system is chaotic for	 ߤ ∈ ሾ3.57,4ሿ. Both parameter ߤ and 

the initial value ݀଴ serve as the key for substitution stage. The logistic map has Lyapunov exponent 

0.0012 and 0.0693 for ߤ ൌ 3.57 and	 ߤ ൌ 4, respectively. 

2.4. Lossless Compression and Information Theory 

An information source consists of a set ܵ with finite number of unique symbols called the 

source alphabet. It is capable of generating a sequence of symbols ሼݔଵ,  ெሽ drawn from theݔ⋯,ଶݔ

source alphabet. The probability that output symbol ݔ௝ is drawn from ܵ is	 ௝݌ ൌ ܲ൫ݔ௝൯, 0 ൑ ݆ ൑

ܯ െ 1. The associated information (self-information) with a symbol is 

௫ೕܫ ൌ െ logଶ൫݌௝൯ . ሺ8ሻ 

The source entropy Hሺܵሻ measures the information content of the source in terms of the average 
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amount of information per symbol. The Hሺܵሻ of a source is given by: 

ሺܵሻܪ ൌ െ෍݌௝ logଶ൫݌௝൯

ெ

௝ୀଵ

. ሺ9ሻ 

For a lossless code ܥ assigned to a code symbol	 	 ௝, the average bit rate isݏ ஼ܤ ൌ ௝݌ ௝݈ (bits 

per symbol), where ௝݈ is the length of code word assigned to a symbol	  to be uniquely ܥ ௝. Forݏ

decodable, the lower bound on the average bit rate ܤ஼  is the source entropy Hሺܵሻ i.e.	 HሺSሻ ൑ ஼ܤ . 

When using Huffman coding as the entropy encoder in the final stage of lossless compression then a 

uniquely decodable prefix code ܥ can be constructed as:	 HሺSሻ ൑ ஼ܤ ൑ ሺܵሻܪ ൅ 1. The upper limit 

on the average bit rate can be improved upon, when the most probable symbol has the probability 

much less than 1 [20]. Then, the limit on Huffman coding can be defined as: 

஼ܤ ൏ ൜
ሺܵሻܪ ൅ ௠ܲ௔௫, ௠ܲ௔௫ ൏ 0.5

ሺܵሻܪ ൅ ௠ܲ௔௫ ൅ 0.086, ௠ܲ௔௫ ൒ 0.5
, ሺ10ሻ 

where ௠ܲ௔௫ is the probability of the most probable symbol. One way to achieve the lower limit on 

஼ܤ  in (10) is by extending the alphabet size. This can be done by grouping adjacent data symbols 

into blocks, and each block is treated as a symbol. In addition, the block representation enables 

Huffman coding to assign non-integer-length codeword to each symbol separately. Also, for larger 

block size ሺܳሻ the average bitrate monotonically reaches the source entropy as 

ሺܵሻܪ ൑ ஼ܤ ൑ ሺܵሻܪ ൅
1
ܳ
. ሺ11ሻ 

In our proposed scheme, we have used Chinese remainder theorem (CRT) to represent 

adjacent data elements as a single CRT solution. 

2.5. The JPEG Standard 

The JPEG compression standard [21] is one of the most widely used image formats. A block 

diagram of the JPEG algorithm is illustrated in Figure 1. The JPEG compression and decompression 

procedures can be described in the following steps. 
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Step 1. Colorspace Conversion 

In the first step, the luminance component of an input image is separated from its color 

component, which is necessary to achieve more compression savings. The human visual system 

(HVS) is less sensitive to color than the image luminosity; therefore, the JPEG algorithm represents 

color component in a smaller resolution thus, achieves more savings [21]. This process is called 

color– or chroma–subsampling. The ratio for chroma–subsampling depends on the application 

requirements; however, the most commonly used ratios are 4:2:2 (half of the color) and 4:2:0 (quarter 

of the color). The image luminance component (Y) can be separated from the image color 

components (Cb and Cr) by a colorspace conversion function defined as:  

ࢅ ൌ 0.3 ൈ ࡾ ൅ ሺ0.59 ൈ ሻࡳ ൅ ሺ0.11 ൈ ሻ࡮
࢈࡯ ൌ 128 െ ሺ0.17 ൈ ሻࡾ െ ሺ0.33 ൈ ሻࡳ ൅ ሺ0.5 ൈ ሻ࡮
࢘࡯ ൌ 128 ൅ ሺ0.5 ൈ ሻࡾ െ ሺ0.42 ൈ ሻࡳ െ ሺ0.08 ൈ ሻ࡮

, ሺ12ሻ 

where, ࡾ is Red, ࡳ is Green and ࡮ is Blue color channels of the image. The (12) converts an 

image from the RGB colorspace to YCbCr colorspace. During decoding, an inverse operation is 

performed that converts back the YCbCr image to RGB image, and this operation is defined as: 

 

Figure 1. Illustration of the JPEG compression algorithm. 
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ࡾ ൌ ࢅ ൅ 1.40 ൈ ሺ࢘࡯ െ 128ሻ
ࡳ ൌ ࢅ െ 0.34 ൈ ሺ࢈࡯ െ 128ሻ െ 0.71 ൈ ሺ࢘࡯ െ 128ሻ
࡮ ൌ ࢅ ൅ 1.77 ൈ ሺ࢈࡯ െ 128ሻ

. ሺ13ሻ 

Note that when chroma–subsampling is performed during compression, then it is necessary to up 

sample the color components before the YCbCr to RGB conversion function during decompression 

to recover the full resolution image. 

Step 2. Discrete Cosine Transformation (DCT) 

The YCbCr image is divided into non–overlapping blocks and each block is then transformed 

using the DCT function [22]. The goal here is to represent a large amount of information from a few 

data samples by exploiting the correlations among the adjacent pixels. In natural images, the pixels 

are usually high correlated up to 8 pixels neighbors in either direction [1]. Therefore, in the JPEG 

standard, a block size of 88 is used. The forward DCT function on an image block	 	࡮ is defined as 

௨,௩ࡲ ൌ
1
4
ሻݒሺߙሻݑሺߙ ቎෍෍࡮௜,௝ ൈ cos

ሺ2ݔ ൅ 1ሻߨݑ
16

cos
ሺ2ݕ ൅ 1ሻߨݒ

16

଻

௝ୀ଴

଻

௜ୀ଴

቏ , ሺ14ሻ 

where, 

,ሻݑሺߙ ሻݒሺߙ ൌ ൝
1

√2
,ݑ ݒ ൌ 0,

1 .݁ݏ݅ݓݎ݄݁ݐ݋
 

The result of the DCT function for an 8  8 image block is a 64 coefficients matrix that 

contains the 2D spatial frequencies. The element (0,0) in the matrix is called “DC coefficient” and 

has zero frequency in both directions. The remaining 63 elements are called the “AC coefficients”, 

for which the frequencies increase from left–top corner to right–bottom corner in the matrix [21]. 

The inverse function of Equation (3) during decompression can be defined as 

ෙ௜,௝࡮ ൌ
1
4
൥෍෍ߙሺݑሻߙሺݒሻࡲ௨,௩ ൈ ݏ݋ܿ

ሺ2݅ ൅ 1ሻߨݑ
16

଻

௩ୀ଴

ݏ݋ܿ
ሺ2݆ ൅ 1ሻߨݒ

16

଻

௨ୀ଴

൩ . ሺ15ሻ 
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Step 3. Quantization 

As a result of the DCT function most of the image contents are preserved in a few coefficients 

(low frequency) mostly in the top–left corner of each block. The rest of the DCT coefficients 

corresponding to the higher frequencies are visually insignificant – psycho–visual redundancies – 

and can be discarded. Therefore, the next step in the JPEG compression is quantization, which divides 

each DCT coefficient by its corresponding element given in a 64–element quantization table (QT). 

The quantization step is controlled by a scalar value known as the JPEG quality factor (qf). The range 

is [0,100], where 0 represents lowest and 100 represents highest quality image. The quantization 

function of the JPEG compression can be defined as 

෡௨,௩ࡲ ൌ ݀݊ݑ݋ݎ ቆ
௨,௩ࡲ
௨,௩ࢀࡽ

ቇ . ሺ16ሻ 

The JPEG standard provides two quantization tables	 	ହ଴ forࢀࡽ QF ൌ 50%, one for each of 

the luminance and chrominance components. The standard tables can be used to construct different 

quantization tables corresponding to different quality factors. The element 	 ,ݑ୊ሺ୕ݐݍ ሻݒ  of a 

quantization table	 QT for a quality factor	  is defined as %݂ݍ

,ݑ௤௙ሺݐݍ ሻݒ ൌ

ە
ۖ
۔

ۖ
ۓ
	 	 	 	 	 ࣡ ൮ඎ

,ݑହ଴ሺݐݍ ሻݒ ൈ ൬
5000
݂ݍ ൰ ൅ 50

100
ඒ൲ , ݂ݍ ൏ 50

࣡ ቆ቞
,ݑହ଴ሺݐݍ ሻݒ ൈ ሺ200 െ ሻ݂ݍ2 ൅ 50

100
቟ቇ , ݂ݍ ൐ 50

, ሺ17ሻ 

where the function	 ࣡ሺݔሻ	 ensures that the elements in Equation (5) remain integers and are between 

1 to 255 as required by the standard recommendation. The function is defined as 

࣡ ቀݐݍ௤௙ሺݑ, ሻቁݒ ൌ ቐ

	 	 	 	 	 	 	 1, ,ݑ௤௙ሺݐݍ ሻݒ ൏ 1,
	 	 	 	 	 255, 	 	 ,ݑ௤௙ሺݐݍ ሻݒ ൐ 255,
,ݑ௤௙ሺݐݍ ,ሻݒ otherwise.	 	 	 	

ሺ18ሻ 

In addition, these tables can also be user defined input to the encoder. During decoding, the 
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inverse function of Equation (5) simply performs a multiplication operation to estimate the closest 

representation of the original DCT values as 

ෙ௨,௩ࡲ ൌ ෡௨,௩ࡲ ൈ .௨,௩ࢀࡽ ሺ19ሻ 

Step 4. Intermediate Encoding 

In this step, the quantized DCT coefficients are represented in such a way that more 

compression savings can be achieved in the final step. First, the coefficients	 	ෙ௨,௩ࡲ of each block are 

scanned in a zigzag order onto a vector, called the Minimum Code Unit (MCU). As a result, zeros 

corresponding to the higher frequencies end up together and can be encoded in an efficient way, that 

is, an End of Block (EOB) symbol is added to the MCU after the last non–zero coefficient. The DC 

and AC coefficients have different properties thus the DC coefficient is treated differently from the 

rest of 63 AC coefficients. The DC coefficients of adjacent blocks have higher correlation; therefore, 

the coefficients are differentially pulse code modulated (DPCM) with each other. A prediction error 

between the adjacent DC coefficients is encoded as the amplitude value	 ,ෙೠ,ೡࡲܣ ሺݑ, ݒ ൌ 0ሻ	 of the 

coefficient in ones’ complement form. The size category of the prediction error is included in the 

head	 ,ෙೠ,ೡࡲܪ ሺݑ, ݒ ൌ 0ሻ	 of the coefficient. The quantized AC coefficients are run–length encoded 

(RLC) such that the consecutive zero coefficients are compressed. The non–zero coefficients are 

encoded as [(run–length, size), amplitude], where run–length is the number of zeros between two 

consecutives non–zero AC coefficients and size is the number of bits required to represent the 

amplitude. The run–length together with size are encoded as head	 ,ෙೠ,ೡࡲܪ ሺݑ ് 0, ݒ ് 0ሻ	 of the 

coefficient. The value of the coefficient is encoded as an amplitude	 ,ෙೠ,ೡࡲܣ ሺݑ ് 0, ݒ ് 0ሻ in ones’ 

complement form. The head parameter of each coefficient is entropy encoded as discussed below. 

Step 5. Entropy Encoding 

In the previous step, the quantized DCT coefficients are represented in such a way that they 

can be efficiently compressed with an entropy encoder such as the Huffman encoder [23]. The 
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Huffman encoding scheme assigns a variable length code (VLC) to each symbol based on its 

probability. The main idea of VLC is to assign shorter codes to the most probable symbols and longer 

codes to the less probable symbols. During decompression, Huffman decoder along with the coding 

tables are used to recover the symbols from the compressed bitstream. 

2.6. Evaluation Metrics 

2.6.1. Encryption Analysis Metrics 

2.6.1.1. Correlation Analysis 

An encryption algorithm should eliminate correlation among adjacent pixels in an image for 

better security. In general, the correlation coefficient 	 ,࢞ሺߩ 	ሻ࢟ between two distributions 	  ࢞

and	 	࢟ each with ܰ	 elements is given by, 

,࢞ሺߩ ሻ࢟ ൌ
1
ܰ
෍൬

௜࢞ െ ࢞ߤ
࢞ߪ

൰

ே

௜ୀଵ

ቆ
௜࢟ െ ࢟ߤ
࢟ߪ

ቇ , ሺ20ሻ 

where 	 	௔ߤ  is the mean and 	 	௔ߪ  is the standard deviation defined as 

ࢇߤ ൌ
1
ܰ
෍ࢇ௜

ே

௜ୀଵ

, 

ࢇߪ ൌ ඩ
1
ܰ
෍|ࢇ௜ െ ଶ|ߤ
ே

௜ୀଵ

. 

The coefficient 	 ߩ ∈ ሼെ1.0,1.0ሽ , where 	 ߩ ൌ 0	 shows that there is no correlation, ߩ ൏

0	 shows negative correlation and ߩ ൐ 0	 shows positive correlation. The negative correlation means 

that when one value is increasing the other is decreasing and the positive correlation means that both 

values are either increasing or decreasing. 

2.6.1.2. Histogram Analysis 

The histogram of an image gives the intensity distribution as the number of pixels at each 
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intensity level. For a plain image, the histogram is a skewed distribution concentrated at one location 

and a cipher image has a uniform distribution. To quantify the characteristics of a histogram	  ,ࡾ

histogram variance	 ܸሺࡾሻ	 is calculated as, 

ܸሺࡾሻ ൌ
∑ ሺࡾ௜ െ ሻଶࡾߤ
ே
௜ୀଵ

ܰ െ 1
, ሺ21ሻ 

where, 

ࡾߤ ൌ
1
ܰ
෍ࡾ௜

ே

௜ୀଵ

, 

and	 ܰ is the level of intensities in the image and	  is the mean of image histogram. Small ߤ

value of	 ܸሺࡾሻ	 means a uniform distribution. 

2.6.1.3. Information Entropy Analysis 

The information entropy shows the degree of randomness in an image. The entropy of an 

image	 	ሻࡵሺܪ is given by 

ሻࡵሺܪ ൌ െ෍݌௜݈݃݋ଶሺ݌௜ሻ
ெ

௜ୀଵ

, ሺ22ሻ 

where, ݌௜	 is the probability of a pixel value in the image. For a truly random image with	 ܰ ൌ

256	 intensity levels, the ideal value of the entropy should be closer to	 ሻࡵሺܪ ൌ ଶሺܰሻ݃݋݈ ൌ 8. 

2.6.1.4. Differential Attack Analysis 

In order to be resistant against differential attack, an encryption algorithm should have the 

ability to generate two different cipher images for plain images with a minor difference. The degree 

of change can be quantified by two metrics, namely, the number of pixels change rate (NPCR) and 

the unified average changing intensity (UACI). The NPCR gives the percentage difference between 

two cipher images and UACI gives the average intensity of differences between the two images. For 

this purpose, a plain-image ࡵଵ of size	 	ܯ is slightly modified by randomly changing one of its pixel 
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values to generate another image ࡵଶ. The two plain-images	 	ଵࡵ and	 	ଶࡵ are encrypted using the same 

encryption key to obtain the cipher images 	 	ଵ࡯ and 	 ଶ࡯ , respectively. The NPCR and UACI 

parameters are calculated for the cipher images	 	ଵ࡯ and	  ,ଶ as࡯

ܴܥܲܰ ൌ
∑ ௜,௝௜,௝ࡰ

ܯ
ൈ 100%, ሺ23ሻ 

where, 

௜,௝ࡰ ൌ ൜
1, ,ଵሺ݅࡯ ݆ሻ ് ,ଶሺ݅࡯ ݆ሻ
0, ,ଵሺ݅࡯ ݆ሻ ൌ ,ଶሺ݅࡯ ݆ሻ

. 

ܫܥܣܷ ൌ
1
ܯ
ቈ෍

,ଵሺ݅࡯| ݆ሻ െ ,ଶሺ݅࡯ ݆ሻ|
255௜,௝

቉ ൈ 100%. 

For 	 	ଵ࡯ and	 	ଶ࡯ to have the ideal value of NPCR and UACI, the minor change in the plain 

images should be reflected across the whole cipher images. Usually, the diffusion process, which 

makes the current ciphertext dependent on the previous ones, achieves this property. 

2.6.1.5. Jigsaw Puzzle Solver Attack Analysis 

The robustness of a block-based perceptual encryption can be studied using the following three measures 
proposed in [24], [25]: 

Direct Comparison (۲܋): measures the ratio of blocks in the correct position in the recovered 

image. Let	 	ܫ be the original image, ܫ௥	 the recovered image, ݌௜  the ݅th piece, and	 N	 the total 

number of pieces, then, 	௥ሻܫ௖ሺܦ is given by 

௥ሻܫሺ܋۲ ൌ
1
N
෍݀௖ሺ݌௜ሻ
୒

௜ୀଵ

, ሺ24ሻ 

where, 

݀௖ሺ݌௜ሻ ൌ ൜
1, ௜ሻ݌௥ሺܫ ൌ ,௜ሻ݌ሺܫ
0, ௜ሻ݌௥ሺܫ ് .௜ሻ݌ሺܫ

 

Neighbor Comparison (܋ۼ): measures the ratio of correctly joined pairwise blocks. For the 
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recovered image 	 	௥ܫ with 	 B	 boundaries among the pieces and 	 ܾ௜	 being the ݅ th 

boundary,	 ௖ܰሺܫ௥ሻ	 is given by 

௥ሻܫሺ܋ۼ ൌ
1
B
෍݊௖ሺܾ௜ሻ
୆

௜ୀଵ

, ሺ25ሻ 

where, 

݊௖ሺܾ௜ሻ ൌ ൜
1, if	 ܾ௜	 is	 joined	 correctly,
0, otherwise.

 

Largest Comparison (܋ۺ): measures the ratio of the largest joined blocks that have correct 

pairwise adjacencies with other blocks in the component. For a recovered image	 	,௥ܫ the ܮ௖ሺܫ௥ሻ	 is 

given by 

௥ሻܫሺ܋ۺ ൌ
1
N
max
௜
ሼ݈௖ሺܫ௥, ݅ሻሽ , ሺ26ሻ 

where 	 N  is the number of partially correct assembled regions, 	 ݅ ൌ 1, 2,⋯ , N,  and 	 ݈௖ሺܫ௥, ݅ሻ	 is 

number of blocks in the	 ݅th assembled area. The scores,	 ,܋۲ ,܋ۼ ܋ۺ ∈ ሾ0,1ሿ, where a larger value 

indicates a better reconstruction of the cipher image. 

2.6.2. DL Performance Analysis Metrics 

A DL model performance can be measured using different evaluation metrics such as accuracy, 

sensitivity, specificity, and receiver operating characteristic curve (ROC) measures. For the 

definition of these metrics, it is important to define different terminologies. The number of 

predictions that belong to the positive class and are correctly classified as such are called true 

positives (TP) and misclassified as negative class are called false negatives (FN). Similarly, the 

number of observations belonging to the negative class and classified as such are known as true 

negatives (TN) and misclassified as positive class are known as false positives (FP).  

Accuracy calculates the total number of correct predictions (TP + TN) made by the model and 

is given as: 
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Accuracy ൌ 	
ሺTP ൅ TNሻ

ሺTP ൅ TN ൅ FP ൅ FNሻ
. ሺ27ሻ 

It is an important metric when FP and FN have equal significance. For the diagnosis, however, it is 

crucial to identify the positives and the FN occurrence is unacceptable. For instance, a healthy 

individual identified as a patient (FP) is a smaller problem than identifying a patient as healthy (FN). 

For this purpose, sensitivity measures a model performance by how few FN are predicted. It is 

defined as 

Sensitivity ൌ
TP

ሺTP ൅ FNሻ
ሺ28ሻ 

As opposed to sensitivity, specificity measures a ratio of TN to total negative in the observations as 

Specificity ൌ
TN

ሺTN ൅ FPሻ
. ሺ29ሻ 

Finally, the ROC curve measures a model classification performance at all classification thresholds. 

The curve plots false positive rate (FPR) and true positive rate (TPR) at different thresholds. The 

TPR and FPR are calculated as 

TPR ൌ Sensitivtiy ൌ
TP

ሺTP ൅ TNሻ
. ሺ30ሻ 

FPR ൌ 1 െ Specificity ൌ
FP

ሺFP ൅ TNሻ
. ሺ31ሻ 

The area under the ROC curve (AUC) can be used to calculate the area underneath the entire curve. 
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III. SIMULTANEOUS IMAGE ENCRYPTION AND 
COMPRESSION 

 

3.1. Motivation 

Like any other type of data, image data is compressed and encrypted for efficient and secure 

storage and/or transmission. Due to the intrinsic features of image, e.g., bulk of data and high 

redundancy, compression is performed before encryption. Performing encryption on compressed 

data reduces the computational cost of the encryption operation; however, the main challenge is how 

to ensure reasonable security without downgrading the compression performance. 

3.2. Related Work 

Image compression and encryption are performed together for efficient and secure image 

transmission and/or storage. A straightforward way is to perform compression and encryption as two 

separate processes. However, the problem with such an approach is that if the encryption is 

performed before, then the compression efficiency (especially in lossless mode) is severely reduced. 

Conversely, it is challenging to ensure reasonable security in the compression domain while 

preserving the compression savings. Therefore, in the last few years, there has been a growing 

research interest in combining compression and encryption into a single algorithm.  In the schemes, 

image compression and encryption are performed jointly and can be categorized as joint JPEG 

compression and encryption, and simultaneous image compression and encryption schemes. 

In the joint JPEG compression and encryption schemes, the DCT coefficients are encrypted, 

and such schemes have the advantage of being format compliant and they preserve the compression 

efficiency. One class of such schemes is selective encryption (SE) algorithms. Droogenbroeck et al. 

[26] proposed a SE method for JPEG compressed images, in which only the non-zero AC coefficients 

are encrypted. The encryption is based on DES, Triple-DES or IDEA algorithms. The DC 

coefficients are left unmodified because they carry visible information and are predictable. The 
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encrypted image can be decompressed without knowing the secret key to access an image of 

degraded quality. Alternatively, Puech et al. [27] proposed a SE technique for JPEG compressed 

medical images based on encrypting both DC and AC coefficients of DCT function. The DC 

coefficients are combined with some AC coefficients of the lowest frequencies to form a 128 bits 

stream to be encrypted by AES algorithm. The SE techniques can be extended to methods based on 

region of interest (ROI). Ou et al. [28] proposed a ROI based SE method that deals with the security 

of medical images during the compression stage. Their method exploits the ROI coefficients 

identified by JPEG2000 standard. The idea is to invert only the sign bits and some of the most 

significant bits of wavelet coefficients belonging to ROI in the high frequency sub-bands. However, 

Zhou et al. [29] shows that non-compression methods are desirable for protecting medical images. 

Puech et al. [30] proposed an ROI based image encryption technique in which the SE is embedded 

in a standard JPEG coding algorithm. The encryption is performed by using the AES algorithm on 

quantized AC coefficients corresponding to the human skin, during the JPEG entropy coding phase. 

The resultant image is termed as a crypto-compressed image. Itier et al. [31] proposed a 

recompression method for crypto-compressed images in the encrypted domain which benefits cloud 

storage owners. Further compression of the compressed image is achieved by removing the last bit 

of each non-zero quantized DCT coefficient. However, this process degrades the image quality 

quantitatively, which may not be desirable by the image owner. Another class of joint JPEG 

compression and encryption schemes is scrambling-based image encryption methods. In such 

schemes, either entire blocks or inter-block coefficients are shuffled. Li et al. [32] proposed to shuffle 

DC coefficients and same frequency coefficients to produce an unintelligible image. However, this 

method reduces the compression efficiency of RLC and predictive coding of DC coefficients [31]. 

Minemura et al. [33] proposed to scramble only the AC coefficients of a JPEG compressed image in 

order to encrypt the image. However, leaving DC coefficients in plain reveals the outline of the image 

[31]. In natural and computer-generated images, on average 8 to 16 adjacent pixels are correlated in 

horizontal, vertical and diagonal directions [34]. Therefore, block based scrambling methods with an 

appropriate block size do not disrupt the correlation of the original image and can achieve a higher 
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compression ratio. Kurihara et al. [35] proposed to scramble blocks in the spatial domain for lossless 

coding of color images. However, security of the scheme is vulnerable to jigsaw puzzle solvers [36]. 

Chuman et al. [37] proposed a block scrambling-based encryption-then-compression (ETC) system 

which is robust against jigsaw puzzle solver and brute-forces attacks. The scheme first converts an 

RGB image into YCbCr color space, and then combines all of the three channels to generate a single 

grayscale image. The image is encrypted by applying block scrambling-based methods and 

compressed using JPEG in lossy mode. The enhanced security is attributed to the fact that the system 

generates a grayscale cipher image. However, the compression performance of the scheme is 

degraded, as the color channels correlation is not used [38]. 

Chaos-based encryption methods are popular for image security. In recent years, simultaneous 

image compression and encryption schemes have been proposed that combine chaos-based 

permutation and number theory-based diffusion processes. Zhu et al. [18] designed an image 

encryption algorithm integrated with compression using 2D hyper-chaos and Chinese remainder 

theorem (CRT). The 2D hyper-chaos is used to shuffle the position of pixels in the original image. 

Then, the adjacent pixels values in the shuffled image are represented as a single CRT solution. The 

chaotic system parameters along with the moduli values of CRT are used as encryption keys. The 

achievable compression ratio is claimed to be the block size (i.e., the number of congruence equations 

in CRT). The same approach has been adopted in several other works. For example, Guo et al. [39] 

used a quantum chaotic map and DNA complementary rule for permutation followed by CRT-based 

diffusion; Brindha et al. [40] proposed to use a hyper chaos system for both permutation and diffusion, 

then compression is carried out using CRT; and Duseja et al. [41] designed image sharing scheme 

using CRT. However, the cryptanalysis of Li et al. [42] and Bai et al. [43] have shown that since the 

moduli are used as sub-keys; therefore, the schemes are insecure and are vulnerable to chosen 

plaintext attack. In addition, they have shown that the resultant compression savings are marginal or 

even negative. Huang et al. [44] proposed a nonlinear multi-image encryption scheme based on 

logistic chaotic map and 2D linear canonical transform. The chaotic map is used for image 
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permutation and diffusion. The scheme enables multi-image encryption and compression. However, 

[45] has shown that the secret key of the scheme is dependent on the plaintext and cannot be obtained 

before encryption, which makes the secret key storage and transmission difficult. In addition, the [44] 

scheme cannot be implemented in the digital domain without complex optical equipment [45]. 

Alternatively, [45] has proposed a plaintext-related pixel adaptive diffusion process where the secret 

keys are independent of the plaintext image while the cipher image is sensitive to the secret keys and 

the plaintext image. Their system is based on the quaternion discrete fractional Hartley transform 

and can perform multi-image encryption and compression. A multi-image compression-encryption 

scheme based on hyper-chaotic system, discrete cosine transform and discrete fractional random 

transform is presented in [46]. In recent years the applications of compressive sensing (CS) have 

been extended to image encryption domain to achieve simultaneous compression and encryption of 

an image [47]–[53]. A detailed survey on the topic is presented in [54].  

3.3. Proposed Method 

We have proposed a scheme that incorporates the compression requirements in an image 

encryption system as shown in Figure 2. The first step is to shuffle the positions of pixels in the 

original image by using a permutation key. A lossless compression process of the shuffled image 

follows the permutation stage. Then, the compressed bitstream goes through a diffusion process. The 

 

Figure 2. Architecture of the proposed novel hybrid image encryption-compression scheme. 
The lossless compression module is placed between the permutation and diffusion blocks. The
compression is only performed in the first round. The input to the system is a plain image and output
is a crypto-compressed bit-stream. 
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compressed bitstream is grouped into a group of 8 bits and padded as necessary, which are then XOR 

with the substitution key. As suggested in the literature, that when using chaos-based image 

encryption it is necessary to perform the encryption process in more than one round [34]. In the 

proposed scheme, the compression is performed only in the first round, as in the subsequent rounds 

compressing compressed data is of less advantage and may not be compressible at all. In our 

experiments, we have used three rounds of encryption process. The security of the proposed system 

is based on chaotic maps and consists of two steps, i.e., permutation and substitution. The 

compression is performed in lossless mode, and we have used Huffman encoding as the entropy 

encoder. Arithmetic entropy encoder tends to achieve better compression ratio than Huffman encoder; 

however, Huffman encoding has the advantage of high speed and simplicity in both hardware and 

software implementation. In addition, Huffman coding is the entropy encoder of widely used JPEG 

image standard, which is supported across all web browsers. Our proposed scheme is explained in 

the following sections. 

3.3.1. Permutation Block 

Unlike text data, image pixels have strong correlations with neighboring pixels. In the 

permutation stage, image pixels are shuffled in order to de-correlate their strong relationship with the 

adjacent pixels. The process is carried out in such a way that the pixels’ original values do not change. 

The proposed permutation process is given in Algorithm 1. The algorithm takes the control 

parameters, input image vector and parameter 	 ܴ  as input. The algorithm is explained in the 

following steps:  

Step 1: Convert the input image into a vector of ܪ ൈܹ elements as an input sequence	  ௡, whereܩ

 .is the height and ܹ is the width of the image ܪ

Step 2: Generate two hyper-chaotic sequences using the 2D hyper-chaos discrete nonlinear dynamic 

system discussed in Chapter 2 as ܺ ൌ ሼ ଵܺ, ܺଶ,⋯ܺ௡ሽ and ܻ ൌ ሼ ଵܻ, ଶܻ, ⋯ ௡ܻሽ shown in Line 1 to 7 

of Algorithm 1. In order to avoid the harmful effect of 2D hyper-chaos system iterate the system for 
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݊ ൅ ܴ times and discard the first ܴ elements of the sequences. In our experiments, we have set	 ܴ ൌ

3000. The ܺ and ܻ are then used as the keys to shuffle the input image sequence. 

Step 3: The shuffled image ܩᇱ is obtained in Line 8 to 13 of Algorithm 1 by rearranging the input 

sequence ܩ by ܺ (i.e.	 ௝ܶ ൌ 	.௑ೕ) and then by ܻ (i.eܩ ௞ܩ
ᇱ ൌ ௒ܶೖ).  

When recovering the original image, the permutation process can be reversed as shown in 

Algorithm 2. The algorithm takes a shuffled image vector ܩᇱ  and the keys	 ܺ , and ܻ  used in 

Algorithm 1 as input. The original image vector can be recovered by rearranging the input sequence 

	ᇱܩ first by ܻ as (i.e.	 ௒ܶೕ ൌ 	.ᇱ௝) and then by ܺ as (i.eܩ ௑ೖܩ ൌ ௞ܶ). To obtain the original image 

reshape the resultant vector to dimensions	 ܪ ൈܹ. 

Algorithm 1: Permutation process 
Input: The control parameters ݔ଴,  ሾ1⋯݊ሿ; andܩ ଴, ܽଵ, ܽଶ, ܽସ, ܾଵ, ܾଷ; input image vectorݕ
ܴ 
Output: Shuffled image vector ܩ′ 
PERMUTATION(ܩሾ1⋯݊ሿ) 
        //Hyper-chaotic sequence generation 

1. Initialize ܺሾ1ሿ ൌ   ଴ݔ
2. Initialize ܻሾ1ሿ ൌ  ଴ݕ
3. for ݅ ൌ 2: ሺ݊ ൅ ܴሻ 
4.     ܺሾ݅ሿ ൌ ܽଵ ൅ ܽଶ ∗ ܺሾ݅ െ 1ሿ ൅ ܽସ ∗ ܻሾ݅ െ 1ሿ 
5.     ܻሾ݅ሿ ൌ ܾଵ ൅ ܾଷ ∗ ܺሾ݅ െ 1ሿଶ 
6. Endfor 

 
7. Discard first ܴ elements of ܺ and ܻ 

 
        // Shuffle the image 

8. for ݆ ൌ 1: ݊ 
9.     ܶሾ݆ሿ ൌ  ሾ݆ሿ൧ܺൣܩ
10. Endfor 

 
11. for ݇ ൌ 1: ݊ 
ሾ݇ሿ′ܩ     .12 ൌ ܶൣܻሾ݇ሿ൧ 
13. Endfor 

 
14. return ܩ′ 
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3.3.2. Compression Block 

The compression block performs lossless image compression in two steps; the first step is 

data-to-symbol mapping for efficient compression and the second step is the entropy encoding where 

the actual compression occurs. In data-to-symbol mapping, usually, the input data is first transformed 

using DCT, DWT and/or color space conversion. Such mapping exploits the correlation exists in the 

image data. However, in our scheme the input data is the shuffled image (i.e., the correlation is 

removed in the permutation step for better security); therefore, the transformation is set to the identity 

mapping thus avoids the additional cost of performing a transformation. The Huffman entropy 

encoder in our proposed scheme operates directly on the shuffled data as shown in Figure 3. Indeed, 

lossless compression of the shuffled image is possible because the entropy encoder heavily relies on 

the statistics of the input source. In the permutation stage only pixels position is changed while the 

values are left unmodified. Therefore, the shuffled image has the same intensity distribution as that 

of the original image. In order to compensate for any degradation in compression efficiency resulted 

by omitting the transformation stage, we have proposed a partitioning method as discussed in Chapter 

2 to represent adjacent data elements as a block. Our partitioning algorithm is based on Chinese 

Algorithm 2: Inverse permutation process
Input: The permutation keys ܺ, and ܻ; shuffled image vector ܩᇱሾ1⋯݊ሿ 
Output: Final recovered image vector ܩ 
INVERSEPERMUTATION(ܩᇱሾ1⋯݊ሿ) 
        // Rearrange the image vector 

1. for ݆ ൌ 1: ݊ 
2.     ܶൣܻሾ݆ሿ൧ ൌ  ᇱሾ݆ሿܩ
3. Endfor 

 
4. for ݇ ൌ 1: ݊ 
ሾ݇ሿ൧ܺൣܩ     .5 ൌ ܶሾ݇ሿ 
6. Endfor 

 
7. return ܩ 
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remainder theorem (CRT) where its solution is treated as a symbol. The block representation 

improves the compression efficiency of Huffman encoder, e.g., the source alphabet is extended from 

	 	 to ܯ 	 ொ, whereܯ ܳ is the block size, thus achieves lower bound on ܤ஼  of (10), also for larger 

values of ܳ the average bit rate ܤ஼  monotonically reaches the source entropy. The compression 

procedure of the proposed scheme is given in Algorithm 3 and is explained in the following 

subsections:  

3.3.2.1. Data-to-Symbol mapping using CRT 

For better runtime of the proposed data-to-symbol map based on CRT, we have pre-calculated 

the CRT solutions by using (2) and stored them in a lookup table. Therefore, replaces the runtime 

computations with a simpler array indexing operation. In our experiments, we have used block size 

of ܳ ൌ 2 and moduli values are ݉ଵ ൌ 256 and	 ݉ଶ ൌ 257 as suggested in [2], [3]. The shuffled 

image adjacent pixels can be represented as blocks by using SymbolMap function of Algorithm 3 as, 

Step 1: Group the adjacent ܳ  elements of sequence ܩᇱ  into blocks as	 ,ଵܤ ⋯,ଶܤ , ሺ௡ሻܤ ொ⁄ . Each 

block has ܳ elements as	 ௜ାଵܤ ൌ ൛ܩ௜∗ொାଵ
ᇱ , ௜∗ொାଶܩ

ᇱ ,⋯ , ௜∗ொାொܩ
ᇱ ൟ,	 and	 ݅ ൌ 0, 1, 2,⋯ , ݊ ܳ⁄ െ 1. 

 

Figure 3. The lossless compression module of the proposed hybrid image encryption-
compression scheme.  The data-to-symbol map function is based on Chinese remainder theorem.
The dashed line shows omitting of data-to-symbol map. 
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Step 2: For each block ܤ௜ get CRT solution value from the lookup table to represent it with a unique 

symbol. The result is a block representation of the data. 

It is noteworthy that block representation only reduces the dimension of ܩᇱ from ݊ to ݊ ܳ⁄  

not the information content. The reason is that the resultant solution of CRT lies in the product of 

moduli; therefore, elements of ܵᇱ  can no longer be represented as 8-bit integers. The block 

representation aids the entropy encoder, where the actual compression occurs. 

3.3.2.2. Entropy Coding 

The block symbols obtained in Section 3.3.2.1 can now be assigned with unique decodable 

codes by using Huffman coding algorithm. The algorithm uses a binary coding tree to assign 

codewords to symbols. A leaf in the coding tree represents each symbol of the alphabet and the path 

Algorithm 3: Compression process 
Input: Chosen block size ܳ, and shuffled image vector ܩᇱሾ1⋯݊ሿ 
Output: Compressed bitstream 
//Data-to-symbol mapping 
SYMBOLMAP (ܩᇱሾ1⋯݊ሿ) 

1. for ݅ ൌ 1: ሺ݊ ܳ⁄ ሻ 
2.     Set ܤ with ܳ array entries of ܩᇱ 
3.     ܵᇱሾ݅ሿ ൌ LOOKUPCRTሺܤሻ 
4. Endfor 

 
5. Set ݂ሾ1⋯݉ሿ with the probabilities of each symbol in ܵᇱሾ1⋯݉ሿ 

 
// Huffman encoding 
HUFFMANENCODING(݂ሾ1⋯݉ሿ) 

6. ܶ = empty binary tree 
7. ܳ = priority queue of pairs ሺ݅, ݂ሾ݅ሿሻ, ݅ ൌ 1:݉,	  with ݂ as comparison key 
8. for ݇ ൌ 1:݉ െ 1 
9.     ݅ ൌ ܳ. EXTRACTMINሺܳሻ 
10.     ݆ ൌ ܳ. EXTRACTMINሺܳሻ     
11.     ݂ሾ݉ ൅ ݇ሿ ൌ ݂ሾ݅ሿ ൅ ݂ሾ݆ሿ 
12.     INSERTNODEሺܶ,݉ ൅ ݇ሻ with children ݅, ݆ 
13.     INSERTREAR൫ܳ, ሺ݉ ൅ ݇, ݂ሾ݉ ൅ ݇ሿሻ൯ 
14. Endfor 

 
15. return ܶ 
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from that leaf to the root corresponds to the code of a symbol. The Huffman coding procedure is as 

follow: 

Step 1: Get the probability distribution of the source ܵᇱ as shown in Line 5. 

Step 2: Combine the two symbols with smallest probability and repeat to get the binary coding tree 

as shown in Line 6 to 14 of Algorithm 3. We have used a priority queue as the main data structure to 

store the nodes.  

The binary coding tree ܶ obtained in Step 2 can be used to represent the block symbols of 

the sequence	 ܵᇱ and the resultant output is a compressed binary bitstream	  ,During decompression .ܤ

Algorithm 4: Decompression process 
Input: Bitstream ܤ; Huffman tree structure ܶ 
Output: Decompressed bitstream 
// Huffman decoding 
HUFFMANDECODING(ܤሾ1⋯  (ሿݐ

ݐ݊݁ݎݎݑܿ .1 ൌ ܶ.  ݐ݋݋ݎ
2. ݅݊݀ ൌ 1 
3. for ݅ ൌ 1:  ݐ
4.     if (ܤሾ݅ሿ ൌൌ 0) 
ݐ݊݁ݎݎݑܿ         .5 ൌ .ݐ݊݁ݎݎݑܿ  ݐ݂݈݁
6.     else 
ݐ݊݁ݎݎݑܿ         .7 ൌ .ݐ݊݁ݎݎݑܿ  ݐ݄݃݅ݎ
8.     if (ܿݐ݊݁ݎݎݑ. ݐ݂݈݁ ൌൌ 	݈݈ݑ݊ &&	 .ݐ݊݁ݎݎݑܿ ݐ݄݃݅ݎ ൌൌ  (݈݈ݑ݊
9.         ܵᇱሾ݅݊݀ሿ ൌ LEAFNODEVALUE 
10.         ݅݊݀ ൅ ൅ 
ݐ݊݁ݎݎݑܿ         .11 ൌ ܶ.  ݐ݋݋ݎ
12. Endfor 

 
//Blocks to symbols 
INVERSESYMBOLMAP(ܵᇱሾ1⋯݊ሿ) 

13. ݅݊݀ ൌ 1 
14. for ݅ ൌ 1: ݊ 
ᇱሾ݅݊݀ሿܩ     .15 ൌ ܵᇱሾ݅ሿ%256 
ᇱሾ݅݊݀ܩ     .16 ൅ 1ሿ ൌ ܵᇱሾ݅ሿ%257 
17.     ݅݊݀൅ൌ 2 
18. Endfor 

 
19. return ܩᇱ 
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the prefix codes are first translated to individual block symbols (i.e., the CRT solutions) by 

HuffmanDecoding function given in Algorithm 4. The function takes the input bitstream and starts 

at the root node. Based on the input bit in the sequence the function traverses the left or the right path 

in the graph until a leaf node is reached. The value of the leaf is the decoded symbol. The process is 

repeated for each bit in the input bitstream. The output of the function is block representation of the 

pixel values.  

In order to recover the original pixel values from ܵᇱ  the InverseSymbolMap function of 

Algorithm 4 can be used. The function maps symbols back to data by using (3) with the set of moduli 

values used in Section 3.3.2.1. In the traditional data-to-symbol map, it is necessary to hold the same 

codebook on each side, which may incur additional cost of transmission energy. However, during 

decompression stage the proposed method only requires computing the modulus operation to recover 

the original data as in (3). 

3.3.3. Substitution Block 

In the permutation stage only pixels position is changed to remove correlation between 

adjacent pixels. However, the intensity distribution of the plain image is left unchanged, which makes 

statistical attacks feasible. In order to alter the intensity distribution of the image the final step of the 

proposed method is substitution. In the substitution process, the pixel values are modified 

Algorithm 5: Substitution process 
Input: ݉݅ݑ, ݀, compressed bitstream ܤ 
Output: Final Encrypted-Compressed image 
SUBSTITUTION(ܤሾ1⋯  (ሿݐ
       //Key Generation  

1. Set ݌ሾ1⋯ ݐ 8⁄ ሿ with 8 array entries of ܤ 
2. for ݅ ൌ 1: ሺݐ 8⁄ ሻ 
3.     ݀ ൌ ݑ݅݉ ∗ ݀ ∗ ሺ1 െ ݀ሻ 
ሾ݅ሿܭ     .4 ൌ ൫݂݈ݎ݋݋ሺ݀ 2⁄ ∗ 10ଵସሻ൯%256 
5.     ܿሾ݅ሿ ൌ ܱܴܺ൫ܱܴܺ൫ሺ݌ሾ݅ሿ ൅ 	ሾ݅ሿܭ 	݀݋݉ 256ሻ, ,ሾ݅ሿ൯ܭ ܿሾ݅ െ 1ሿ൯ 
6. Endfor 

 
7. return ܿ 
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sequentially by performing XOR operation on them with key stream elements to confuse the 

relationship between plain image and cipher image. The substitution process can be performed as 

given in Algorithm 5 and is described below: 

Step 1: The first step is to generate a key stream for the substitution stage. An element ݇௜ of the key 

can be obtained as 

݇௜ ൌ ൬ඌ൬
݀௜ାଵ
2
൰ ൈ 10ଵସඐ൰ 	 	݀݋݉ ܰ, ሺ32ሻ 

where ۂ∙ہ is the floor operation and returns the nearest integer value, ݀ is the state of the map given 

by (3) and ܰ	 is the intensity level of the input image.  

Step 2: The encrypted pixel value is obtained in Line 5 of Algorithm 5 as,  

ܿ௜ ൌ ݇௜ ⊕ ൫ሺ݌௜ ൅ ݇௜ሻ	 	݀݋݉ ܰ൯⊕ ܿ௜ିଵ, ሺ33ሻ 

where ⊕ is the XOR operation, ݌௜ is the currently diffused pixel, ݇௜ is the key stream element, 

ܿ௜ is the output cipher pixel, and ܿ௜ିଵ is the previous cipher-pixel and ܰ is the intensity level. The 

bitstream from compression stage can be used as ݌௡ by grouping 8 bits (since each key element is 

8 bits long) to form a single element. The resultant cipher image not only depends on the 

corresponding key stream element but also on all the previous pixel values. During decoding to 

recover the value of	  ௜, the inverse of (33) is by݌

௜݌ ൌ ሺ݇௜ ⊕ ܿ௜ ⊕ ܿ௜ିଵ ൅ ݊ െ ݇௜ሻ	 	݀݋݉ ܰ. ሺ34ሻ 

Algorithm 6: Inverse substitution process 
Input: Final Encrypted-Compressed image ܿ; Substitution key ܭ 
Output: Compressed bitstream 
INVERSESUBSTITUTION (ܿሾ1⋯  (ሿݐ

1. Set ܦሾ1⋯ ݐ 8⁄ ሿ with 8 array entries of ܿ 
2. for ݅ ൌ 1: ሺݐ 8⁄ ሻ 
ሾ݅ሿ݌     .3 ൌ ሺܱܴܺሺܱܴܺሺܭሾ݅ሿ, ,ሾ݅ሿሻܦ ሾ݅ܦ െ 1ሿሻ ൅ 256 െ 	ሾ݅ሿሻܭ 	݀݋݉ 256 
4. Endfor 

 
5. return ݌ 
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The inverse of the substitution process is given in Algorithm 6. The algorithm takes the 

encrypted-compressed bitstream ܿ and the substitution key ܭ used in Algorithm 5 as input. The 

bits in ܿ are first grouped into 8 and then XORed with ܭ as in (34) to obtain the plaintext. 

3.4. Experimental Results and Analysis 

In this section, we present the simulation results obtained by applying our proposed method 

to compress and encrypt images. Section 3.4.1 gives detailed security analysis of the proposed 

method. We have performed experiments on the KODAK dataset [55] and the UCID dataset [56] to 

evaluate the compression performance of our scheme in Section 3.4.2. 

3.4.1. Security Analysis and Discussion 

The proposed scheme provides a high level of security and can resist all attacks. In this section, 

we have included security analysis results of the scheme including keyspace analysis, statistical 

analysis and resistance against differential analysis. 

3.4.1.1. Keyspace Analysis 

3.4.1.1.1. Number of Control Parameters 

An efficient encryption system should have a keyspace large enough to make the system 

resistant to brute force attack. Our proposed system is based on permutation and substitution process; 

therefore, the secret key consists of two parts: the permutation key ܭ௉ and the substitution key	  .ௌܭ

The ܭ௉	 consists of the control parameters ሺܽଵ, ܽଶ, ܽସ, ܾଵ, ܾଷሻ and the initial values ሺܺ଴, ଴ܻሻ of the 

dynamic system. In substitution block, ݔ଴	 and ߤ are the key parameters used for logistic maps. The 

computational precision of 64-bit double-precision number is about 	 10ଵହ . Therefore, the 

	௉ܭ parameters and ݔ଴  can be any value among	 10ଵହ  numbers. ߤ can have any number from 

0.43 ൈ 10ଵହ values. The total key space of the proposed scheme is: 

,௉ܭሺܭ ஽ሻܭ ൌ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 10ଵହ ൈ 0.43 ൈ 10ଵହ

ൌ 0.43 ൈ 10ଵଷହ ൎ 2ସସ଼ ሺ35ሻ
 

The keyspace of the proposed scheme is sufficiently large enough to resist brute force attack. 
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3.4.1.1.2. Key Sensitivity Test 

For key sensitivity, we have performed two tests: the first test is to see the difference between 

two cipher images obtained by encrypting the same plain image with two slightly different keys. 

Second, test the robustness of the system to information leak when partial key is obtained by the 

intruder. 

For the first case, the sensitivity test has been performed according to the following procedure:  

 The plain image is first encrypted with the chosen parameters for permutation key ܭ௉ and 

substitution key ܭௌ	 to obtain cipher image	  ௉ in the permutation blockܭ ଵ. The initial values ofܥ

are ݔ଴ ൌ 0.0394 and	 ଴ݕ ൌ 0.0001. 

 Then, the initial value ݔ଴  is changed to 0.0394 ൅ 10ିଵହ to obtain cipher image	  .ଶܥ

 Finally, ܥଵ  and ܥଶ  are compared in terms of their intensity values. The result shows 

that ܥଵ  and ܥଶ has about 99% difference when there is a slight change in the secret key. Similar 

results can be obtained when other control parameters of the keyspace are changed.  

For the second case, the following sensitivity test has been performed: 

 The cipher image is obtained by encrypting the plain image using the key	 ,௉ܭሺܭ  .ௌሻܭ

 The cipher image is decrypted with a slightly different key. For example, the intruder has 

access to the same key except ݔ଴ ൌ 0.0394 ൅ 10ିଵହ instead of	 ଴ݔ ൌ 0.0394.  

The results for the key sensitivity are shown in Figure 4. Figure 4. (a) is the plain pepper image 

of size 	 384 ൈ 512  and Figure 4. (b) is the corresponding compressed cipher image. The 

dimensions of the cipher image are reduced because of the 8-bits grouping of the compressed 

bitstream before the substitution stage. Each color component has a different number of bits which 

results in a different number of pixels. For example, the red component has 177,232 pixels, the green 

component has 173,225 pixels and the blue component has 167,579 pixels. For illustration, we have 

padded each color component to form rectangular images of the same size. The resultant cipher image 
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shown in Figure 4. (b) has dimension of	 384 ൈ 462 where the yellow and red strips appear due to 

padding for matching the size of the color components. The recovered image is shown in Figure 4. 

(c) and Figure 4. (d), when a slightly different key is used and when the correct decryption key is 

used, respectively. The figure shows that no information about the original image has been leaked.   

3.4.1.2. Statistical Analysis 

3.4.1.2.1. Histogram Analysis 

An image histogram gives the intensity distribution of an image by plotting the number of 

pixels at each intensity level [57]. The histogram of a plain image is a skewed probability distribution 

as shown in Figure 5. (First column-blue bars) An encryption algorithm should alter this distribution 

in such a way that the resultant cipher image histogram does not reveal any information about the 

original image or its relationship with the original image. The histogram of the cipher image is shown 

in Figure 5. (First column-orange bars), which is fairly a flat distribution and significantly different 

from the original image histogram. For visual analysis, we have shown the plain image of each RGB 

channel and their corresponding cipher image in Figure 5.  

  

    

Figure 4. The key sensitivity test of the proposed method.  (a) is the plain Pepper image, (b) is 
the crypto-compressed Pepper image, (c) is the recovered pepper image when the intruder has access
to partial key information and (d) is the recovered image when using correct key information. 
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3.4.1.2.2. Correlation of adjacent pixels 

To quantify the correlation between two adjacent pixels in vertical, horizontal and diagonal 

direction, randomly choose 3000 pairs of adjacent pixels of an image. Then, calculate the correlation 

coefficient based on (20). The correlation coefficient for original image and cipher image in vertical, 

horizontal and diagonal direction is given in Table 1. The quantitative analysis of correlation shows 

that the cipher image obtained by the proposed method has sufficiently low correlation among 

adjacent pixels, indicating favorable diffusion performance. 

 

 

 

 

Figure 5. Histogram analysis of the crypto-compressed image obtained from the proposed 
architecture.  The histogram of cipher image and plain image (left), and the plain image (right top)
and cipher image (right-bottom). a. b. and c. are the red, green and blue channels, respectively. 
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3.4.1.2.3. Information entropy 

Information entropy HሺSሻ	 is the measure of randomness of an information source	 S, i.e., 

higher the entropy better the encryption. The entropy of a source can be calculated as in (5). For an 

information source with N symbols, its outcome is truly random when	 HሺSሻ ൌ logଶሺNሻ. Therefore, 

for an image with 256 intensity levels a good cipher image will be the one with	 HሺSሻ ൌ 8. The 

entropy calculated in our experiments for both plain image and cipher image is given in the last 

column of Table 1. One can see that the entropy of the cipher image reaches the ideal value of 

HሺSሻ ൌ 8, when approximated. On the other hand, the plain image has entropy less than 8. Since the 

entropy of the cipher image is close to the ideal entropy value, the proposed scheme provides the 

highest possible security against potential key attacks.  

3.4.1.3. Differential Attacks 

In such an attack, the intruder slightly modifies the plain image and observes the changes in 

the result. The goal is to find out some meaningful relationship between the plain image and 

encrypted image. An encryption scheme can be protected against such an attack, if a minor change 

in the plain image can be reflected across the whole encrypted image. Our proposed scheme shows 

this behavior, as each pixel in the cipher text not only depends on the corresponding key stream 

element but also on the previous pixel value as in (10). In addition, to quantify the degree of change, 

we have used the two most common metrics: the number of pixels change rate (NPCR) and the 

Table 1. Security analysis of the proposed method in-terms of correlation coefficients of 
adjacent pixels in two images and information entropy. 

Image Channel 
Correlation 

Entropy 
Horizontal Vertical Diagonal 

Cipher 
Red -0.0343 -0.0092 -0.0186 7.9993 
Green -0.0217 -0.0085 0.00007 7.9994 
Blue 0.0318 0.008 -0.0447 7.9993 

Plain 
Red 0.9637 0.9674 0.9572 7.3388 
Green 0.9817 0.9774 0.9724 7.4963 
Blue 0.9706 0.9617 0.9333 7.0583 
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unified average changing intensity (UACI). Let ଵܲ and ଶܲ be the plain images with only one pixel 

difference and their corresponding cipher images are ܥଵ and	  ଶ. UACI gives the average intensityܥ

of differences between the two images and has an ideal value of 33.4635% as suggested in [58]. In 

our experiments, the proposed method achieves 99.54% and 35.92% for NPCR and UACI for red 

channel image, respectively. The rest of the analysis results are given in Table 2. The analysis results 

show that the proposed scheme is robust to differential attacks.   

3.4.1.4. Robustness Analysis 

3.4.1.4.1. Noise Analysis  

A communication channel is susceptible to noise. Transmission over noisy channels may 

corrupt the cipher image and makes it difficult to recover the plain image. In this subsection, we have 

shown the robustness of the proposed scheme against Salt and Pepper noise (SPN). We have carried 

out our experiments on Pepper512 color image as shown in Figure 6. (a). In the experiments, different 

noise intensity was added to the cipher image, and the recovered images from the noisy images are 

shown in Figure 6. (b)-(g). We have used the peak signal-to-noise ratio (PSNR) and Structural 

Similarity Index Measure (SSIM) to quantify image quality degradation caused by the noisy channel. 

The PSNR and SSIM values between the recovered image and the plain image are given in Table 3. 

Table 2. Security analysis of the proposed method in-terms of NPCR and UACI. 

Channel NPCR (%) UACI (%) 
Red 99.5461 35.9229 
Green 99.7066 36.6366 
Blue 99.6272 36.1533 

 

       

     (a)         (b)         (c)         (d)         (e)         (f)         (g) 

Figure 6. Recovered images under different noise intensities  (a) Original image, (b) 0.00001 
SPN, (c) 0.00003 SPN, (d) 0.00005 SPN, (e) 0.00007 SPN, (f) 0.0001 SPN, (g) 0.001 SPN. 
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The PSNR between the decrypted images and plain image of the proposed method is smaller than 

[47]. However, as opposed to [47] the PSNR values remain the same when the noise intensity slightly 

changes. We have further increased the noise intensity by a factor of 10 and 100. In the first case, no 

quality degradation occurs while in the latter case the quality of the image degrades drastically. Our 

scheme has achieved a SSIM value greater than 80 for SPN. Figure 6 shows that the recovered images 

are still visually recognizable. Our scheme is robust against SPN; however, in the presence of 

Gaussian noise it is difficult to recover the plain image. The reason is that the cipher image is an 

encrypted-compressed bitstream obtained with variable length coding (VLC). With VLC, a single 

bit error can cause the decoder to decode a longer or shorter codeword and the subsequent symbols 

are likely to be decoded incorrectly due to the loss of synchronization at the decoder [59].  

3.4.1.4.2. Data loss Analysis 

In this section, we have shown robustness of the proposed method against data loss due to 

transmission fault. The data loss in cipher image affects quality of the recovered image. In our 

experiments, the test image is Pepper512 color image as shown in Figure 6. (a). The cipher image 

with the cropped pixels and their corresponding decrypted images are shown in Figure 7. In the 

experiments, we have cropped	 8 ൈ 8, 16 ൈ 16	 and 	 32 ൈ 32 pixels in the middle (as shown in 

Figure 7. (a) – (c)) and bottom right (as shown in Figure 7. (h) – (j)) of the encrypted image. To 

quantify the quality of the recovered images we have calculated PSNR and SSIM given in Table 4. 

We have compared the average PSNR of the proposed method with [47]. The recovered image 

quality degrades with the size of crop while the position has a smaller effect on the quality of the 

image in [47]. However, for our proposed method we have observed the opposite trend. The image 

Table 3. PSNR and SSIM Values between recovered images from noisy cipher images and 
original Image. 

Noise Intensity Ours [43] 
0.00001 19.28/0.82 32.22/- 
0.00003 19.28/0.82 31.88/- 
0.00005 19.28/0.82 29.63/- 
0.00007 19.28/0.82 28.07/- 
0.0001 19.28/0.82 - 
0.001 12.27/0.48 - 
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quality varies more with the position of the cropped pixels than the size of the crop. For example, 

when the position of the cropped pixels moves in the direction of top left from the bottom right the 

quality of the recovered image degrades. The reason is that in VLC the correct decoding of the 

subsequent symbols depends on the previously decoded symbols [59]. To further analyze this 

behavior, we have cropped	 1 16⁄ , 1 8,⁄ 	 1 4⁄ , and 1 2⁄  pixels of the cipher image from the middle 

(as shown in Figure 7. (d) – (g)) and right side (as shown in Figure 7. (k) – (n)). The same behavior 

can be seen with the increased crop size. For example, when half of the cipher image pixels are lost 

from the right side, the recovered image quality is better than when only	 8 ൈ 8 pixels are lost from 

the middle of the cipher image. From Figure 7, it can be seen that the recovered distorted image is 

                       

       

    (a)          (b)        (c)         (d)         (e)          (f)         (g) 

                      

       

    (h)          (i)        (j)         (k)         (l)          (m)         (n) 

Figure 7. Decrypted images when the cipher image suffers from different sizes of data loss at
different positions.   (a)-(g) the data loss occurred in the middle of the cipher image and (h)-(n) 
the data loss occurred at the right side of the cipher image. 
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still recognizable and Table 4 shows that SSIM score is around 0.45 even when half of the cipher 

image pixels are lost. Therefore, the proposed scheme can resist a higher degree of data loss with a 

restriction on the position of the data loss.  

3.4.1.5. Time Complexity 

In this section, we have analyzed the run-time efficiency of the proposed scheme. The 

proposed algorithm consists of three main steps: permutation, compression and substitution. In the 

experiment, we encrypted and compressed Pepper color image of size	 512 ൈ 512. In order to 

recover the plain image, the steps should be performed in reverse order as inverse substitution, 

decompression and inverse permutation. The time taken by the proposed algorithm is shown in Table 

5. Since the same keys can be used to encrypt multiple images, we have not considered the keys 

generation time. During encryption, the substitution step requires more time as it has decimal to 

binary conversion function to carry out the XOR operation. During compression when data-to-

symbol map function is not used then Huffman entropy encoder takes about 0.25 seconds. For the 

proposed data-to-symbol map based on CRT, we have pre-calculated the CRT solutions and stored 

them in a lookup table. Therefore, replaces the runtime computations with a simpler array indexing 

operation. The proposed data-to-symbol map adds 0.085 seconds to the compression runtime. The 

overall process takes 1.4636 seconds to encrypt and compress the image that is only 36% of the time 

required by [47]. During decryption, the decompression process dominates the computation time and 

requires 6.36 seconds to complete. To recover the original symbols from the CRT solutions requires 

only computing the modulus operation. The overall process requires 7.8065 seconds to recover the 

Table 4. PSNR and SSIM values between recovered images from cropped cipher images and
original image. 

Position and crop size 
PSNR/SSIM Average PSNR/SSIM 

Middle Right Ours [43] 
	 8 ൈ 8 13.10/0.53 32.70/0.99 22.90/0.76 27.90/- 
16 ൈ 16 13.00/0.52 26.77/0.96 19.88/0.74 25.98/- 
32 ൈ 32 12.85/0.51 23.20/0.92 18.02/0.72 8.58/- 
1 16⁄  12.91/0.52 22.29/0.89 17.60/0.70 - 
1 8⁄  12.68/0.50 19.28/0.81 15.98/0.66 - 
1 4⁄  12.25/0.48 16.28/0.70 14.26/0.59 - 
1 2⁄  11.51/0.45 13.27/0.56 12.39/0.51 - 
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plain image that is only 57% of [47] computation time.  

 

3.4.1.6. Comparison with other studies 

In this section, we have carried out comparisons with [47] and [60] to show the effectiveness 

of the proposed method. We have used color Lena256 image as a test image. The comparison analysis 

is given in Table 6. (a) The proposed method has achieved comparable correlation values for the 

cipher image and are all near to zero. (b) The information entropy values for each color component 

are larger than 7.99 and closer to the ideal value 8, and larger than [60] but smaller than [47]. (c) The 

average pixel changed ratio for the three studies is close to the recommended value suggested in [58]. 

(d) The key space of the proposed algorithm is smaller than [60] but larger than [47] and	 2ଵ଴଴; 

therefore, can resist brute force attacks on the key space. (e) Key in the proposed method and [60] is 

independent of the original image that makes secret key storage and transmission simple. In [47], the 

key varies with the original image and has an advantage to use different key for different test images. 

However, when the key is dependent on the plaintext it cannot be obtained before encryption, thus 

making secret key storage and transmission difficult [45]. (f) Our proposed algorithm has better run 

time than [47] and [60].  

  

Table 5. Time analysis of the proposed method. 

Process Encryption Decryption 
Permutation 0.0091 0.0092 
Compression 0.2482+0.0845 6.3602+0.0532 
Substitution 1.1515 1.3839 
Total 1.4088+0.0845 7.7533+0.0532 
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3.4.2. Compression Analysis and Discussion 

The performance of a compression algorithm can be evaluated in various ways depending on 

the optimization requirements. If the mode of compression is lossy, then the criteria is to evaluate 

the quality of the reconstructed image. For actual implementation of the algorithm then coder 

complexity e.g., memory requirement, power requirement and operations per second is taken into 

account. The utmost important evaluation criteria are coding efficiency. It can be measured in terms 

of the amount of information being reduced. We have calculated percentage compression savings 

(CS) as, 

CS ൌ
ሺ݀݁ݏݏ݁ݎ݌݉݋ܥ	 ݅݉ܽ݃݁	 ݁ݖ݅ݏ ∗ 100ሻ

	݈ܽ݊݅݃݅ݎܱ ݅݉ܽ݃݁	 ݁ݖ݅ݏ
. ሺ36ሻ 

The image size is the number of bits required to represent the image. We have performed the 

same experiment of Pepper image on KODAK [55] and UCID [56] image datasets. The compression 

savings of the baseline and the proposed methods in comparison to lossless coding of encrypted 

image is given in Table 7. The given values have been obtained by averaging the CS of all the images 

in the corresponding dataset. First, we have compressed the unencrypted images in the datasets using 

the lossless compression algorithm discussed in Section 3.3.2. Since the round function on the 

transformation output introduces loss; therefore, we have used the entropy encoder directly on the 

Table 6. Comparison results with other studies for color image Lena (256x256). 

Measures  Ours [43]  [56] 

Correlation Values 
Horizontal -0.0085 -0.00074 -0.0037 

Vertical 0.016 0.0012 0.0001 

Diagonal 0.0019 -0.0032 -0.0230 

Entropy 
Red 7.9958 7.9983 7.9893 

Green 7.9954 7.9985 7.9898 

Blue 7.9967 7.9982 7.9894 

NPCR  99.43% 99.62% 99.79% 

Key space  ൎ 2ସସ଼ ൐ 2ଵ଺଼ 2ଶ଼଴ 
Plain Image 
dependence 

 No Yes No 

Encryption time (s)  0.796 1.1168 1.25 
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plain image. As a result, the compression savings achieved for the KODAK dataset is about 8.33% 

and for the UCID dataset is about 5.76%. We have carried out a comparison of the proposed method 

with two encryption-then-compression (ETC) systems proposed in [35], [37] for compression 

performance. The ETC systems are block based scrambling methods. The ETC system of [35] 

performs lossless compression of color images while ETC system of [37] is grayscale-based image 

encryption and can perform both lossless and lossy compression. For fair comparison, we have 

implemented [37] in lossless mode. Both [35] and [37] have the same compression performance in 

lossless mode and the savings have been degraded by more than 50% when compared to lossless 

compression of unencrypted images. The reason is that in ETC systems there is a tradeoff between 

the key space and compression performance. For example, for larger block size the compression 

performance improves; however, the system becomes vulnerable to jigsaw puzzle solver as the 

number of blocks decreases. On the other hand, to improve the security of the ETC systems by taking 

smaller block size degrades the compression performance. In our implementation of [35] and [37], 

we have used block size of 8 ൈ 8  as proposed in [37]. For the completion purpose, we have 

implemented the Advanced Encryption Standard (AES) algorithm for encrypting a plain image [61] 

and then applied lossless compression on the cipher image. The simulation results agree with the 

analysis, i.e., for both datasets the resultant crypto-compressed image size expanded rather than being 

compressed. For the proposed method, two compression algorithms are being implemented in 

lossless mode as discussed in Section 3.3.2. In Method 1, the entropy encoder is directly applied to 

the shuffled image. The compression performance of the proposed hybrid image encryption-

compression scheme on the shuffled image is similar to that of the lossless compression of 

unencrypted image. Therefore, performing compression after the shuffling stage preserves the 

compression efficiency in the encrypted domain. In addition, to analyze the effect of CRT based 

block representation of the input symbols on the compression efficiency; in Method 2, the entropy 

encoder is applied on the blocks. The block representation aids the entropy encoder stage of the 

lossless compression algorithm. The average compression savings have been improved from 8.33% 

to 18.06% on the KODAK dataset and from 5.76% to 15.45% on the UCID dataset. In addition, we 
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have shown the compression savings across all images of the UCID dataset for the proposed Method 

1 and Method 2 in Figure 8.  

3.5. Chapter Summary 

We proposed a novel hybrid image encryption-compression scheme that incorporates 

compression in the encryption process. The encryption is based on Chaos theory and consists of two 

steps: shuffling the pixel positions (permutation) and modifying the pixel values (substitution). The 

compression is applied on the shuffled image before the substitution process. Indeed, compression 

saving is possible, since the shuffled image still has the statistical characteristics of the original image. 

The output-compressed bitstream is grouped into 8-bit elements, which then goes through the 

substitution process to alter the intensity distribution of the original image. In the substitution stage, 

Table 7. Comparison of the proposed method in terms of compression savings (%). 

Methods KODAK Dataset UCID Dataset 
 Lossless Compression 8.33 5.76 

Encryption-Then-
Compression 

[31] 4.54 2.94 
[33] 4.54 2.94 
AES-Lossless Compression -2.84 -3.95 

Proposed Methods 
Method 1 8.33 5.76 
Method 2 18.06 15.45 

 

                    (a)                                    (b) 

Figure 8. Compression savings for each image in the UCID dataset.  (a) without and (b) with 
the proposed data-to-symbol map function in the compression module. The orange line shows the
average compression savings across the dataset. 
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the 8-bit elements are XOR with substitution key. The XOR operation guarantees no expansion in 

the input bitstream, except in the case when padding is required to form the last 8-bit element. In 

such case, maximum of 7 bits increment may happen in the size of compressed bitstream, which is 

negligible. As shown in the results section, the proposed method achieved the necessary security 

level while preserving the lossless compression efficiency. In addition, the Huffman entropy encoder 

of the compression algorithm benefits from block representation of input data. We have proposed a 

data-to-symbol technique based on Chinese remainder theorem to represent adjacent pixel values as 

a block. The experimental results show the compression efficiency of block representation.  
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IV. PERCEPTUAL ENCRYPTION-BASED ENCRYPTION-
THEN-COMPRESSION SCHEME 

 

4.1. Introduction 

The recent surge in cloud-based computing services, the popularity of social networking services, 

and cloud-based storage have motivated the exchange of a large amount of information, especially 

multimedia data, over the Internet. However, data transmission over public networks is always at risk of 

information leakage, and a large volume of data requires large bandwidth. One solution is to encrypt and 

compress the data. Traditional number theory and chaos theory-based full encryption algorithms [1], [61]–

[63] have proven to be efficient in protecting multimedia data confidentiality during transmission. 

However, these algorithms are applicable for encrypting uncompressed raw images as they always 

perform stream encryption and/or scrambling of pixels values. However, they are not suitable for 

encrypting the JPEG compressed images as they may disturb the markers and render them uninterpretable. 

In addition, re-encoding the encrypted image as a JPEG image may increase the file size. Therefore, 

encryption of JPEG compressed images has some additional requirements compared to uncompressed 

images: (1) the encrypted image should be JPEG format-compatible, (2) there should be no or small 

increment in the encrypted image size, and (3) the encryption should provide a necessary level of security. 

Overall, an encryption algorithm should provide a balance between security and usability. 

To meet these requirements, perceptual encryption (PE) of images has emerged as an alternative 

that provides the necessary level of security while allowing computation over encrypted data. PE-based 

algorithms reverse the conventional order of performing compression prior to encryption and are called 

encryption-then-compression (EtC) methods. It may seem inefficient in the sense that the encryption 

process may have destroyed the correlation present in a plain image that is exploited by a compression 

algorithm to provide reduction in image size. However, the EtC encryption algorithm protects only 

perceptual information of an image and preserves its intrinsic properties necessary for compression. The 

encryption algorithm of the EtC system is block-based and performs four steps: block permutation, block 

rotation, block inversion, and negative–positive transformation. The steps are computationally 
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inexpensive and encrypt images in such a way that resulting cipher images retain their intrinsic properties 

necessary for compression. The EtC schemes are robust against various types of attacks, including brute-

force and cipher-text-only attacks [36]. These schemes have the additional advantage of being JPEG-

compatible, which makes them suitable for several applications, such as cloud-based photo storage and 

social networking services [37], [38], image retrieval systems in the privacy domain [64], and medical 

image services [7], [10].  

Nonetheless, there is a tradeoff between compression and encryption efficiencies because of the 

block size choice. Several studies have improved the encryption efficiency of the CPE schemes. For 

example, [65] proposed a CPE scheme with an additional step to permute the blocks in the color channels 

for improved encryption efficiency. However, this scheme has a limitation on the keyspace size resulted 

from the choice of block size that is, a smallest block size that can be used is 16×16 to avoid distortion in 

the recovered image, when the JPEG chroma subsampling is being used. In [66] the authors proposed to 

process each color component independently for larger keyspace size. However, the methods are only 

compatible with the JPEG lossless compression standard. To deal with these issues, [37], [38] proposed 

to represent the input image as a pseudo grayscale image by combining the color channels along the 

horizontal or vertical direction; therefore, allowing the use of a smaller block size such as 8×8, thus 

improves the encryption efficiency. However, such representation degrades image quality and 

compression savings, and removes color information, which limits their applications.  

To solve these limitations, we proposed inter and intra block processing for compressible PE 

methods (IIB–CPE). The method represents an input as a color image and performs block-level inter 

processing and sub-block-level intra processing on it. The intra block processing results in an inside–out 

geometric transformation that disrupts the symmetry of an entire block thus achieves visual encryption of 

local details while preserving the global contents of an image. IIB–CPE performs the encryption steps that 

only change correlation’s direction on a sub-block level, thereby improving the encryption efficiency. In 

other words, if the orientation of a sub-block in a block is changed, it is difficult to recover the correct 

orientation of the entire block without reconstructing the entire image. 

Contributions. Our main contributions can be summarized as follows:  
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 We propose an efficient block-based compressible perceptual encryption algorithm, which 

eliminates the security vulnerabilities of existing PE methods. The proposed scheme uses inter and 

intra block processing, which allows a smaller block size, thus expanding the keyspace of the 

encryption algorithms and providing resistance against different attacks.  

 The proposed method can provide security and bandwidth efficiency during image data 

transmission and can provide compression savings while enabling privacy-preserving photo 

storage.  

 We explain why PE cipher images are compressible for the first time, to the best of our knowledge.  

 We propose an extended jigsaw puzzle solver to accommodate the sub-block-level processing.  

 We demonstrate the encryption efficiency and compression savings of the proposed method in 

comparison with the existing methods on different real image datasets. 

4.2. Taxonomy of Compressible Perceptual Encryption Methods 

In general, the encryption algorithm of a CPE scheme is block–based and consists of four 

steps: blocks permutation, blocks rotation, blocks inversion, and negative and positive transformation. 

There is an optional color channel shuffling step that is used when the input is a color image. The 

existing CPE methods can be classified based on their input image representation such as Color–

CPE, Extended–CPE, inter and intra block processing–based CPE (IIB–CPE) and pseudo grayscale–

based CPE (PGS–CPE) methods. In Color–CPE, Extended–CPE and IIB–CPE methods, an input 

color image is represented by its three-color components. Whereas in PGS–CPE methods, the color 

components of an input color image are concatenated along the horizontal or vertical direction to 

form a pseudo–grayscale image. An alternative classification of CPE methods can be based on their 

mode of processing for example, methods that transform an entire block include Color–CPE, 

Extended–CPE and PGS–CPE methods, and methods that incorporate sub–block processing include 

IIB–CPE methods. This CPE classification is beneficial when the input is a grayscale image. The 

following subsections present the related work of each category. 



- 55 - 

 

4.2.1. Color-CPE Methods 

Watanabe et al., proposed a Color–CPE method that performs color channel shuffling step for 

better security and their method is compatible with the JPEG 2000 standard [67] and the motion 

JPEG 2000 standard [68]. The applications of their method have been further extended by Kurihara 

et al. to the JPEG standard [65], the motion JPEG standard [69], the JPEG XR standard [70] and 

lossless image compression standards [35]. The Color–CPE methods process image blocks with the 

same key in each color channel. The methods use block size of (16 × 16) in the encryption algorithm 

to take advantage of the JPEG chroma subsampling step for better compression savings without any 

adverse effect. The methods preserve the JPEG file format and almost the same compression savings. 

However, the use of the common key to encrypt each channel leaves the color distribution unaltered 

and the larger block size results in a smaller keyspace. This information makes the Color–CPE 

schemes vulnerable to JPS attack [66]. 

4.2.2. Extended-CPE Methods 

To alter the color distribution in the Color–CPE methods efficiently, Imaizumi et al. [66], [71] 

proposed to process each color component individually in the permutation, rotation, inversion, and 

negative–positive transformation steps. This independent processing expands the keyspace size and 

modifies the color distribution significantly; however, this results in the JPEG format compatibility 

issues. The main reason is that the JPEG standard requires colorspace conversion prior to 

compression and the Extended–CPE methods are not suitable for this conversion function. 

4.2.3. PGS-CPE Methods 

In order to deal with the issue of Extended–CPE methods, Chuman et al., proposed in [37] to 

perform the JPEG colorspace conversion prior to the encryption process. In addition, they proposed 

to concatenate the color components along horizontal or vertical direction to form a pseudo grayscale 

image. This grayscale representation can benefit from the smallest allowable block size that is the 

JPEG performs a grayscale image compression on (8 × 8) block size. This use of small block size 
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results in a larger keyspace size than the Color–CPE and Extended–CPE schemes. However, the 

PGS–CPE method proposed in [37] is not suitable with the JPEG chroma subsampling function. To 

deal with this issue, Sirichotedumrong et al. proposed in [38], [72] to perform both the JPEG 

colorspace conversion and chroma subsampling functions prior to the encryption. The idea is to down 

sample the color components after the colorspace conversion and concatenate them with the 

luminance component. In addition, they proposed custom quantization tables in [38] that can be used 

in the JPEG standard for better compression performance. 

4.3. Block-Based Compressible Perceptual Encryption Methods 

The main idea of the CPE methods is to divide an image into blocks and perform some 

geometric and color transformations on them in order to protect the image global contents. Such 

block level processing preserves the image local contents such as spatial correlation of the 

neighboring pixels within a block. This correlation can be exploited by an image compression 

algorithm for example, the JPEG standard, to compress the cipher images. A careful consideration 

of the block size is required to achieve a best tradeoff between the compression and encryption 

efficiencies. For example, in the JPEG standard the smallest allowable block size is (16 × 16) for 

color images compression and (8 × 8) for grayscale images compression. In general, the CPE 

methods consist of the following three steps: 

Step 1. Input image representation:  

An input color image 	 	ࡵ whose dimensions are specified by ܪ	 rows, 	 ܹ	 columns 

and	 	ܥ components, can either be represented as a true color image	 	ௐ,ு,஼ࡵ or a pseudo–grayscale 

image by concatenating the color components in either vertical direction as	 	ሺுൈ஼ሻ,ௐࡵ or horizontal 

direction as	 	ு,ሺௐൈ஼ሻ. On the other hand, when the input is a grayscale imageࡵ 	ௐ,ுࡵ then this step is 

omitted. 

Step 2. Block–based encryption: 

The CPE methods perform geometric transformations to change blocks positions (blocks 
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permutation) and blocks orientations (blocks rotation and inversion), and color transformations 

(color channel shuffle and negative–positive transformation) to alter pixels values in the blocks. The 

encryption and decryption processes are shown in Figure 9.  

Step 3. Compression:  

The final step is to compress the cipher image using the JPEG image standard. The JPEG color 

or grayscale image compression mode is chosen based on the input image representation in Step 1, 

where	 क௜	 is the secret key used in the ith step. 

Based on the input image representation, the PE methods can be classified as methods that 

represent the input as a color image and methods that represent the input as a pseudo grayscale image. 

The basic form of the first category is to process each color component with the same key, we named 

them as Color–CPE methods. These methods can be extended to process each color component 

independently (Extended–CPE) and to introduce sub–block level processing (IIB–CPE). The second 

category where the input is represented as a grayscale, is named as PGS–CPE methods. 

4.3.1. Color-CPE Methods 

In the Color–CPE algorithms, an image 	 ு,ௐ,஼ࡵ  with ܪ ൈܹ	 pixels in ܥ ൌ 3	 color 

channels, is divided into ܮ ൈ 	ܯ blocks where ܮ ൌ ܪ ܰ⁄ 	 and	 ܯ ൌ ܹ ܰ⁄ . A cipher image can be 

generated as shown in Figure 10 and the procedure described is below: 

 

Figure 9. An illustration of block–based CPE encryption and decryption processes.
Each	 क࢏, ݅ ൌ 1,… , 4	 is a set of keys used in each step to process the color channels. 
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Step 1. Input image representation: 

An input color image 	 	ࡵ whose dimensions are specified by ܪ	 rows, 	 ܹ	 columns 

and	 	ܥ components, is represented as a true color image	  .ு,ௐ,஼ in the RGB colorspaceࡵ

Step 2. Block–based encryption: 

 The image 	 ு,ௐ,஼ࡵ  is divided into ܮ ൈ 	ܯ blocks where ܮ ൌ ܪ ܰ⁄ 	 and 	 ܯ ൌ ܹ ܰ⁄ , and 

each block has	 	ܥ color channels with	 ܰଶ	 pixels. 

 Shuffle the blocks positions in the image using a secret key कଵ generated randomly. The key 

size is equal to the number of blocks where each of its entries represent a block’s new position 

Figure 10. The encryption algorithm steps of a Color–CPE scheme.   For visual analysis, the 
effect of each transformation function on the image is shown across each color channel. The keys
क࢏, ݅ ൌ 1,… , 4	 is a set of keys used in each step to process the color channels. Since, a common
key is used to process each color channel, the blocks have the same appearances in each channel. 
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in the scrambled image. 

 Change the blocks orientations in the shuffled image by a composite function of rotation and 

inversion transformations. This transformation is controlled by a randomly generated key कଶ 

where its entries represent rotation and inversion axis.  

 Change the pixels values by applying a negative–positive transformation function to each 

pixel in a block randomly chosen by a key	 कଷ. The	 कଷ	 is a binary key where the elements 

are uniformly distributed. The negative–positive transformation function for a block	 	࡮ is 

defined as: 

௦,௧́݌ ൌ ቊ
,௦,௧݌ कଷ௜ ൌ 0

255 െ ,௦,௧݌ कଷ௜ ൌ 1 ,
ሺ37ሻ 

where ݌௦,௧	 ,ݏ) ݐ ൌ 1,⋯ ,ܰ) is a pixel value in the block and	 	௦,௧́݌ is its modified value. 

 Shuffle the color components of each block using key 	 ସࡷ . Each element of the  ࡷସ 

represents a unique permutation of the color channels. 

Step 3. Compression 

The final step is to JPEG compress the cipher image obtained in the previous step. Since the 

input was represented as a color image in the RGB colorspace (Step 1), the JPEG compression can 

be carried out in the color mode either using RGB or YCbCr colorspace. When a suitable block size 

is used during encryption, such as 	 ܰ ൌ 16,	 then a user can benefit from the JPEG chroma 

subsampling for additional compression savings. 

4.3.2. Extended-CPE Methods 

The Extended-CPE methods extend the Color–CPE method to alter the color distribution 

better. The principal idea is to process each color component independently. A cipher image can be 

generated as shown in Figure 11 and the procedure is described below: 
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Step 1. Input image representation: 

An input color image 	 	ࡵ whose dimensions are specified by ܪ	 rows, 	 ܹ	 columns 

and	 	ܥ components, is represented as a true color image	  .ு,ௐ,஼ in the RGB colorspaceࡵ

Step 2. Block–based encryption: 

 The image	 	ு,ௐ,஼ is split into three individual color components such asࡵ 	,ு,ௐ,ோࡵ ீ,ு,ௐࡵ , and 

ு,ௐ,஻ࡵ . Here, each component is independently divided into ܮ ൈ 	ܯ blocks where ܮ ൌ

ܪ ܰ⁄ 	 and	 ܯ ൌ ܹ ܰ⁄ , and each block has	 ܰଶ	 pixels. The image has a total of ܮ ൈ ܯ ൈ

3	 blocks.  

Figure 11. The encryption algorithm steps of an Extended–CPE scheme.   For visual analysis, 
the effect of each transformation function on the image is shown across each color channel. The keys
क࢏, ࢏ ൌ ૚,… , ૝	  is a set of keys used in each step to process the color channels. Each color
component is process independently; therefore, the blocks have different appearances in them. 
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 Shuffle the blocks positions in each color component by using a secret key कଵ generated 

randomly. The blocks are processed independently; therefore, कଵ ൌ ሼࡷଵ
ோ,ࡷଵ

ீ, ଵࡷ
஻ሽ 

and	 ଵࡷ
ோ ് ଵࡷ

ீ ് ଵࡷ
஻. 

 Rotate and invert each block to change their orientations. Each block is processed 

independently by using a randomly generated key 	 कଶ  and कଶ ൌ ሼࡷଶ
ோ,ࡷଶ

ீ, ଶࡷ
஻ሽ 

where	 ଶࡷ
ோ ് ଶࡷ

ீ ് ଶࡷ
஻. 

 Reverse the pixels values in a block by applying a negative–positive transformation function 

as in (37). The random key	 कଷ process each color component independently and कଷ ൌ

ሼࡷଷ
ோ,ࡷଷ

ீ, ଷࡷ
஻ሽ where	 ଷࡷ

ோ ് ଷࡷ
ீ ് ଷࡷ

஻. 

 Shuffle the color components in each block using key	  .ସࡷ

Step 3. Compression: 

The final step is to JPEG compress the cipher image obtained in the previous step. Since the 

input was represented as a color image in the RGB colorspace (Step 1), the JPEG compression can 

be carried out in the color mode. However, because of the independent color component processing 

the compression of the cipher image should be carried out in lossless mode such as RGB colorspace 

and without chroma subsampling. 

4.3.3. PGS-CPE Methods 

The PGS–CPE schemes are proposed to deal with format compatibility and chroma sub–

sampling issues in the color–based CPE methods. The principal idea is to represent the input color 

image in a pseudo grayscale form in order to benefit from the allowable smallest block size in the 

JPEG standard for better encryption efficiency. A cipher image can be generated as illustrated in 

Figure 12 and the procedure is described below: 
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Step 1. Input image representation:  

An input color image 	 	ࡵ in the RGB colorspace, whose dimensions are specified by 

	ܪ rows,	 ܹ	 columns and	 	ܥ components 	 ு,ௐ,஼ࡵ , is converted into YCbCr colorspace. The three 

components ࢅு,ௐ, ࢈࡯ு,ௐ, and ࢘࡯ு,ௐ	 are concatenated either in horizontal direction to form an 

image	 	ு,ሺ஼ൈௐሻ or vertical direction to form an imageࡵ  ,ሺ஼ൈுሻ,ௐ as shown in Figure 13. Howeverࡵ

for the color subsampling function (for example, a ratio of 4:2:0), the chroma components are down 

sampled as	 ሖ࢈࡯ ൌ ு࢈࡯ ଶ⁄ ,ௐ ଶ⁄ 	 and	 ሖ࢘࡯ ൌ ு࢘࡯ ଶ⁄ ,ௐ ଶ⁄ . The three components ࢅு,ௐ, ࢈࡯ሖ ு ଶ⁄ ,ௐ ଶ⁄ , and 

ሖ࢘࡯ ு ଶ⁄ ,ௐ ଶ⁄ 	 are concatenated either in horizontal direction to form an image	 ு,൫஼ൈሺௐࡵ ଶ⁄ ሻ൯ or vertical 

Figure 12. The encryption algorithm steps of a PGS–CPE scheme.   The pseudo grayscale 
representation was obtained by concatenating the RGB components along the vertical axis. For
visual analysis, the effect of each transformation function on the image is shown. The keys ࢏ࡷ, ࢏ ൌ
૚,… , ૜	 is used in each step to transform the blocks. The appearances of the blocks is similar to the
methods that process the color component independently. 
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direction to form an image 	 ൫஼ൈሺுࡵ ଶ⁄ ሻ൯,ௐ . Here, we assumed that the input image 	 	ு,ௐ,஼ࡵ is 

represented in pseudo grayscale form without the chroma subsampling as	   .ு,ሺ஼ൈௐሻࡵ

Step 2. Block–based encryption: 

 The image	 ܮ ு,ሺ஼ൈௐሻ is divided intoࡵ ൈܯ	 blocks where ܮ ൌ ܪ ܰ⁄ 	 and	 ܯ ൌ ሺܥ ൈܹሻ ܰ⁄ , 

and each block has ܰଶ	 pixels. 

 Shuffle the blocks positions in the image using a secret key ࡷଵ generated randomly. 

 Change the blocks orientations in the shuffled image by a composite function of rotation and 

inversion transformations. This transformation is controlled by a randomly generated key	  .ଶࡷ

 Change the pixels values by applying a negative–positive transformation function to each 

pixel in a block chosen using a random key	   .ଷ as in (37)ࡷ

Step 3. Compression: 

The final step is to JPEG compress the cipher image obtained in the previous step. Since the 

input was represented as a grayscale image, the JPEG compression can be carried out in the grayscale 

 

Figure 13. The pseudo–grayscale image representation generation  for both chroma 
subsampling and without chroma subsampling. 
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mode by using either the luminance or chrominance standard table in the quantization step. 

4.4. Proposed Method 

4.4.1. Motivation 

The Extended–CPE and PGS–CPE methods have improved the security efficiency of the 

Color–CPE methods as the color distribution are scrambled significantly and keyspace is expanded 

(especially, in PGS–CPE method). However, these schemes have color image as an input a pre–

requisite for example, to achieve a large number of blocks, the individual color component processing 

(Extended–CPE methods) and the pseudo grayscale image representation (PGS–CPE methods) are 

only possible when the input is a color image. This advantage of these methods diminishes when the 

input image is a grayscale image with only one channel [6]. Overall, in the CPE schemes – block–

based perceptual encryption methods –there is an efficiency tradeoff between encryption and 

compression efficiencies because of the choice of block size. Specifically, a block size of no smaller 

than (16 × 16) and (8 × 8) should be used when considering the compression efficiency of the JPEG 

standard for color and grayscale images, respectively. 

4.4.2. Proposed Extended BPE Methods (EBPE) 

To overcome the limitations of the existing CPE methods, we propose an inside–out 

transformation function that performs the rotation and inversion step on a sub–block level. The main 

idea of the proposed method is to benefit from smaller block size on a sub-block level as suggested 

in [7], [10]. Based on this principle, there are several possible extensions of conventional BPE 

methods as described below. 

4.4.2.1. EBPE-1 

An example EBPE–1 encrypted image is shown in Figure 14. (c). Compared to BPE cipher 

image, the EBPE–1 has better scrambled image information. For an image 	 	ܫ with 	 ܪ ൈܹ ൈ

	ܥ pixels, divided into	 ݊	 blocks each with	 ௛ܤ ൈ 	௪ܤ elements, the cipher image is generated as: 
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Step 1. Shuffle the blocks positions by using a randomly generated secret key	 ଵܭ
ଵ.  

Step 2. Divide each block into sub-blocks of size	 ௛ᇲܤ ൈ 	௪ᇲܤ such that each block has	 ݈	 blocks. 

Step 3. Shuffle the sub-blocks positions within a block by using a randomly generated key	 ଶܭ
ଵ. 

Step 4. Rotate and invert each sub-block by using a random key	 ଷܭ
ଵ	 in order to change their 

orientations. 

Step 5. Randomly apply negative-positive transformation to each sub-block using a uniformly 

distributed key	 ସܭ
ଵ	 as in (1). 

Step 6. Randomly shuffle the sub-blocks in the three-color channels by using key	 ହܭ
ଵ. 

Note that performing Steps 4 – 6 on an entire block does not result in new transformations; 

however, it only reverses the transformations of the sub-blocks. For example, changing orientation 

of an entire block will scramble the positions of sub-blocks in that block, which has already been 

performed in Step 2. Similarly, performing color transformations on an entire block will reverse Step 

5 and 6 transformations on the sub-blocks.  

4.4.2.2. EBPE-2 

The EBPE–2 extension omits the sub-block scrambling as performed by EBPE–1 while 

       

                                                                                    

    (a)          (b)         (c)         (d)         (e)         (f)         (g) 

Figure 14. Example image from the dataset.  (a) is original image and (b) – (f) are its cipher 
images obtained from BPE and extended EBPE 1 – 5, respectively. The bottom right corner in each 
cipher image is magnified and shown below. 
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performing the rest of the steps on a sub-block level. An example EBPE–2 cipher image is shown in 

Figure 14. (d). For an image	 	ܫ with	 ܪ ൈܹ ൈ 	ܥ pixels, divided into	 ݊	 blocks each with	 ௛ܤ ൈ

	௪ܤ elements, perform the following steps: 

Step 1. Shuffle the blocks positions by using a randomly generated secret key	 ଵܭ
ଶ. 

Step 2. Divide each block into sub-blocks of size	 ௛ᇲܤ ൈ 	௪ᇲܤ such that each block has	 ݈	 blocks. 

Step 3. Rotate and invert each sub-block by using a random key	 ଶܭ
ଶ	 in order to change their 

orientations. 

Step 4. Randomly apply negative-positive transformation to each sub-block using a uniformly 

distributed key	 ଷܭ
ଶ	 as in (1). 

Step 5. Randomly shuffle the sub-blocks in the three-color channels by using key	 ସܭ
ଶ. 

4.4.2.3. EBPE-3 

This extension preserves the same information in each color channel; therefore, the color 

channel shuffling step is performed on a block level instead of sub-block. An example of EBPE–3 

cipher image is shown in Figure 14. (e). It can be seen in that color information in each channel is 

preserved on a block level. For an image	 	ܫ with	 ܪ ൈܹ ൈ 	ܥ pixels, divided into	 ݊	 blocks each 

with	 ௛ܤ ൈ 	௪ܤ elements, perform the following steps: 

Step 1. Shuffle the blocks positions by using a randomly generated secret key	 ଵܭ
ଷ. 

Step 2. Randomly shuffle the blocks in the three-color channels by using key	 ଶܭ
ଷ. 

Step 3. Divide each block into sub-blocks of size	 ௛ᇲܤ ൈ 	௪ᇲܤ such that each block has	 ݈	 blocks. 

Step 4. Shuffle the sub-blocks positions within a block by using a randomly generated key	 ଷܭ
ଷ. 

Step 5. Rotate and invert each sub-block by using a random key	 ସܭ
ଷ	 in order to change their 

orientations. 

Step 6. Randomly apply negative-positive transformation to each sub-block using a uniformly 
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distributed key	 ହܭ
ଷ	 as in (1). 

4.4.2.4. EBPE-4 

In the previous extensions, the local contents of the image are preserved on a sub-block level. 

This extension disrupts the contents of a block on the smallest possible unit that is pixels in the block, 

to achieve better security. An example of EBPE–4 cipher image is shown in Figure 14. (f). For an 

image	 	ܫ with	 ܪ ൈܹ ൈ 	ܥ pixels, divided into	 ݊	 blocks each with	 ௛ܤ ൈ 	௪ܤ elements, perform 

the following steps: 

Step 1. Shuffle the blocks positions by using a randomly generated secret key	 ଵܭ
ସ. 

Step 2. Scramble each pixel position in the block by using a randomly generated key	 ଶܭ
ସ. 

Step 3. Randomly apply negative-positive transformation to each block by using a uniformly 

distributed key	 ଷܭ
ସ	 as in (1). 

Step 4. Randomly shuffle the blocks in the three-color channels by using key	 ସܭ
ସ. 

Note that changing the orientation of an entire block does not result in new transformations. 

For example, rotating a block will only change the positions of pixels in that block, which has already 

been performed in Step 2. Therefore, block rotation-inversion step is omitted from this extension. 

4.4.2.5. EBPE-5 

An example EBPE–5 cipher image is shown in Figure 14. For an image	 	ܫ with	 ܪ ൈܹ ൈ

	ܥ pixels, divided into	 ݊	 blocks each with	 ௛ܤ ൈ 	௪ܤ elements, perform the following steps: 

Step 1. Shuffle the blocks positions by using a randomly generated secret key	 ଵܭ
ହ. 

Step 2. Randomly apply negative-positive transformation to each sub-block using a uniformly 

distributed key	 ଶܭ
ହ	 as in (1). 

Step 3. Randomly shuffle the blocks in the three-color channels by using key	 ଷܭ
ହ. 

Step 4. Divide each block into sub-blocks of size	 ௛ᇲܤ ൈ 	௪ᇲܤ such that each block has	 ݈	 blocks. 
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Step 5. Rotate and invert each sub-block by using a random key	 ସܭ
ହ	 in order to change their 

orientations. 

4.4.2.6. Intermediate Analysis 

This section first presents compression and encryption performance of conventional BPE [65] 

and proposed EBPE methods. The analysis was carried out on Tecnick sampling dataset [73], which 

consists of 120 color images of 12001200 dimensions. For the compression of cipher images, the 

JPEG standard algorithm [21] was used with and without chroma sub-sampling. In the quantization 

step, the standard luminance and chrominance quantization tables were used. In the second set of 

experiments, we have analyzed classification performance of a DL model on the plain and cipher 

images obtained from different PE methods.  

4.4.2.6.1. Compression Analysis 

For the compression efficiency analysis, Figure 15. shows the rate distortion curves (RD) for 

bitrate savings (bpp) against image quality in terms of peak-signal-to-noise ratio (PSNR) (dB). The 

RD curves are for the JPEG quality factors of	 ܳ௙ ൌ ሼ80, 85, 90, 95, 100ሽ. The block size is 1616 

for BPE and entire block processing of proposed EBPE, while 88 is used for sub-block processing 

of proposed EBPE. The average compression savings and quality differences of the methods are 

shown in Figure 15. (a) and (b), with and without chroma sub-sampling. When the images are 

compressed without sub-sampling, the difference in bit rate and image quality is almost negligible 

for BPE, EBPE–1, EBPE–2, and EBPE-3 compared to plain images compression. However, EBPE–

4 drastically decreased the compression savings and image quality. When the compression is carried 

out with sub-sampling, the image quality of proposed EBPE methods is almost reduced by 11 dB. 

However, the compression savings remain almost the same except for EBPE–4. Overall, the results 

show that sub-block processing of the extensions EBPE–1, EBPE–2, and EBPE–3 has negligible 

effect on compression savings; however, when high quality images are required then the methods are 

not adequate. 
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 For visual analysis the recovered images from different methods are shown in Figure 16. 

When the images are compressed without chroma sub-sampling then no visible distortion can be seen 

in the recovered images across all methods. However, when the JPEG algorithm is implemented with 

chroma sub-sampling, then the sub-block processing results in block artifacts visible in the recovered 

images. For EBPE 1 – 3, the distortion appeared to be line on the borders of the blocks, whereas for 

EBPE–4 the whole block appearance is changed. 

  

  

                 (a)                                      (b) 

Figure 15. Compression savings and recovered image quality analysis of plain and cipher
images compression in terms of Bjøntegaard delta measures.   The JPEG compression was 
performed without and with chroma sub-sampling in (a) and (b), respectively. 
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4.4.2.6.2. Encryption Analysis 

This section presents robustness of PE methods against brute-force attack in terms of key 

space. The security efficiency of symmetric encryption algorithms has direct relation with the 

algorithms key size that is, larger the key size, the more secure the scheme is [74]. Each step in the 

PE algorithm has a random key and its size depends on the number of blocks the image has been 

divided. For an image	 	ܫ with	 ܪ ൈܹ ൈ 	ܥ pixels, divided into blocks of size	 ௛ܤ ൈ 	௪ܤ pixels, the 

number of blocks	 ݊	 are given as 

       

                                                                

    (a)          (b)        (c)          (d)         (e)         (f)        (g) 

       

                               

    (h)          (i)        (j)          (k)         (l)         (m)        (n) 

Figure 16. Visual analysis of decoded images of Figure 14.   (a). The JPEG compression is 
performed in lossless mode (a) – (g) and lossy mode (h) – (n). (a) and (h) are recovered by 
decompressing the plain compressed image while (b) – (g) and (i) – (n) are recovered from the 
compressed cipher images for BPE and EBPE 1 – 5, respectively. The center duck left eye in each 
recovered image is magnified and shown below it. 
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݊ ൌ
ܪ
௛ܤ

ൈ
ܹ
௪ܤ

, ሺ38ሻ 

and when the blocks are divided into smaller blocks of size	 ௛ᇲܤ ൈ 	௪ᇲܤ pixels, then the number of 

sub-blocks	 ݉	 in the image is 

݉ ൌ
ܪ
௛ᇲܤ

	 ൈ 	
ܹ
௪ᇲܤ

, ሺ39ሻ 

and the number of sub-blocks	 ݈	 in a block is given as 

݈ ൌ
௛ܤ
௛ᇲܤ

	 ൈ	
௪ܤ
௪ᇲܤ

. ሺ40ሻ 

For PE methods, the keyspace can be derived as a product of key sizes selected in each 

encryption step. For example, the keyspace	 	ሾ଺ଵሿܭ of conventional BPE is given as 

ሾ଺ଵሿܭ ൌ ଵܭ ⋅ ଶܭ ⋅ ଷܭ ⋅ ସܭ
ൌ ݊! ⋅ 8௡ ⋅ 2௡ ⋅ 3!௡.

ሺ41ሻ 

The proposed EBPE methods incorporate sub-block processing for better security as opposed 

to BPE that only performs block level processing. The security efficiency is because of the fact that 

the recovery of sub-block transformations (for example, orientation and color transformations) does 

not necessarily result in the correct appearance of their entire block [7]. For EBPE–1, the 

keyspace	 	ሾா஻௉ா–ଵሿܭ is given as 

ሾா஻௉ா–ଵሿܭ ൌ ଵܭ
ଵ ⋅ ଶܭ

ଵ ⋅ ଷܭ
ଵ ⋅ ସܭ

ଵ ⋅ ହܭ
ଵ

ൌ ݊! ⋅ ሺ݊ ⋅ ݈!ሻ ⋅ ሺ8௡ ⋅ 8௠ሻ ⋅ ሺ2௡ ⋅ 2௠ሻ ⋅ ሺ3!௡ ⋅ 3!௠ሻ.
ሺ42ሻ 

Note that sub-block permutation key	 ଶܭ
ଵ ് ݉!	  as the sub-blocks positions in each block 

(that is,	 ݈!) can be recovered independent of other blocks. The product term	 ሺ݊ ⋅ ݈!ሻ	 shows that the 

process is repeated for each block in the image. Similarly, the product terms in 

keys	 ଷܭ
ଵ, ସܭ

ଵ,	 and	 ହܭ
ଵ	 indicate that once the sub-block transformations are recovered, then the entire 

block transformations should be recovered as well. When the sub-blocks permutation is omitted then 

the keyspace	 	ሾா஻௉ா–ଶሿܭ for EBPE–2 is given as 
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ሾா஻௉ா–ଶሿܭ ൌ ଵܭ
ଶ ⋅ ଶܭ

ଶ ⋅ ଷܭ
ଶ ⋅ ସܭ

ଶ

ൌ ݊! ⋅ ሺ8௡ ⋅ 8௠ሻ ⋅ ሺ2௡ ⋅ 2௠ሻ ⋅ ሺ3!௡ ⋅ 3!௠ሻ.
ሺ43ሻ 

For EBPE–3, the keyspace	 	ሾா஻௉ா–ଷሿܭ is given as 

ሾா஻௉ா–ଷሿܭ ൌ ଵܭ
ଷ ⋅ ଶܭ

ଷ ⋅ ଷܭ
ଷ ⋅ ସܭ

ଷ ⋅ ହܭ
ଷ

ൌ ݊! ⋅ 3!௡ ⋅ ሺ݊ ⋅ ݈!ሻ ⋅ ሺ8௡ ⋅ 8௠ሻ ⋅ ሺ2௡ ⋅ 2௠ሻ.
ሺ44ሻ 

For EBPE–4, the keyspace	 	ሾா஻௉ா–ସሿܭ is given as 

ሾா஻௉ா–ସሿܭ ൌ ଵܭ
ସ ⋅ ଶܭ

ସ ⋅ ଷܭ
ସ ⋅ ସܭ

ସ

ൌ ݊! ⋅ ሺ݊ ⋅ ሺ݄ ൈ ሻ!ሻݓ ⋅ ሺ2௡ ⋅ 2௠ሻ ⋅ ሺ3!௡ ⋅ 3!௠ሻ.
ሺ45ሻ 

For EBPE–5, the keyspace	 	ሾா஻௉ா–ହሿܭ is given as 

ሾா஻௉ா–ହሿܭ ൌ ଵܭ
ହ ⋅ ଶܭ

ହ ⋅ ଷܭ
ହ ⋅ ସܭ

ହ

ൌ ݊! ⋅ 2௡ ⋅ 3!௡ ⋅ ሺ8௡ ⋅ 8௠ሻ.
ሺ46ሻ 

Based on (41) – (46) it can be seen that the proposed EBPE method has larger keyspace than 

BPE; therefore, can resist brute-force attacks. Among the proposed extensions, EBPE–4 has the 

largest keyspace.  

4.4.3. Principal Design: Inside-Out Transformation 

In natural images, on average, eight pixels are spatially correlated in either direction; therefore, 

in the JPEG compression algorithm a block size of (8  8) is used for better compression, and for 

manageable computational complexity and memory requirements. For compressibility of the 

perceptually encrypted images, neighboring pixels must have the same correlation as the original 

images. Therefore, in conventional methods, encryption steps are inter block processes that transform 

an entire block to preserve the intrinsic properties of an image as shown in Figure 17. However, 

different steps of the scheme affect the correlation differently. For example, block permutation and 

negative–positive transformation steps change the correlation coefficient, whereas rotation and 

inversion only change the correlation direction. Therefore, performing the later steps at a sub-block 

level (intra block process) may preserve compression savings while improving encryption efficiency. 



- 73 - 

 

In addition, the JPEG color sampling artifacts can be avoided since the correlation is preserved within 

a block. The basic principle is to divide blocks into sub-blocks and implement scrambling inside each 

block to achieve visual encryption of local details. The goal is to preserve global content such as 

spatial information and correlation among adjacent pixels, which can be used to enable several 

applications in encryption domain. The intra block processing results in an inside–out transformation 

that disrupts symmetry of an entire block as opposed to inter block processing of conventional 

methods. The geometric transformations performed only on an entire block are rigid motions that 

preserve symmetry of a block, that is, pixels on edges remain the same. As discussed earlier, existing 

PE methods have a prerequisite of color image as an input for better security. As opposed to them, 

the encryption efficiency of a proposed method is independent of input image representation because 

of the intra block processing. Therefore, sub-block operations make the proposed method suitable 

for both grayscale and color images.  

4.4.4. Proposed Compressible PE Method 

IIB–CPE consists of the following block-based steps: 

Step 1. Divide the input image ܫோீ஻with 	 W ൈ H ൈ C	 pixels into non-overlapping blocks, each 

       

Figure 17. Block-based perceptual encryption algorithm.  The conventional perceptual 
encryption scheme (left). The proposed Inter and Intra Block processing based perceptual encryption 
scheme (right). 
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with	 ୑ܤ ൈ 	୒ܤ pixels, and permute them using a randomly generated secret key	 ଵܭ
௜௡௧௘௥. 

Step 2. Apply a negative–positive transformation to each pixel in a block randomly chosen by a 

uniformly distributed binary key	 ଶܭ
௜௡௧௘௥ as in Equation (37). 

Step 3. Shuffle the blocks among the color channels using key	 ଷܭ
௜௡௧௘௥ where each entry represents 

a unique permutation of the color components. 

Step 4. Perform inside–out transformation of an entire block as: 

 Divide each block into sub–blocks of size	 ୑೔೙೟ೝೌܤ
ൈ 	୒೔೙೟ೝೌܤ pixels; 

 Apply rotation–inversion randomly to each sub-block using a key	 ସܭ
௜௡௧௥௔ where each entry 

represents rotation degrees and flipping axis. 

Step 5. Finally, apply JPEG compression to the cipher image. 

The proposed PE method is a symmetric-key algorithm that requires the same set of keys used 

for both encryption of plain images and decryption of cipher images. Figure 18.a shows an example 

image from Tecnick dataset and its cipher images (b) and (c–e) obtained from Color–EtC and 

proposed methods, respectively. For visual analysis, the bottom left corner in each cipher image is 

enlarged. It can be seen that the proposed method achieves high visual encryption of local details. 

According to the application requirements, the encryption level can be controlled by performing the 

above encryption steps only on selected blocks. The shuffling key 	 	ଵܭ consists of blocks 

permutations that map each block to a random location in the output image. Scrambling only selected 

blocks can retain the global information of an image. Similarly, the key	 	௜ܭ where	 ݅ ∈ ሼ2,3,4ሽ of 

the ith step consists of an element (for example, 0) that represents an identity map. Therefore, 

increasing the number of such elements can decrease the level of encryption. In addition, the use of 

larger sub-blocks can preserve local information inside a block.  
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4.5. Simulation Results and Analysis 

In this section, we first evaluate compression savings and encryption efficiency of the IIB–

CPE. For the evaluation, we conducted our experiments on two datasets. The Tecnick sampling 

dataset [73] comprises 120 true color images with dimensions of 1200 × 1200. For the baseline 

methods, we implemented compressible PE algorithms proposed in [65], [69] (Color–EtC), and [37], 

[38] (GS–EtC). For the JPEG software, we have used the implementation provided in [75].  

4.5.1. Compression Analysis 

4.5.1.1. Compressibility–Energy Compaction Analysis 

At the core of JPEG is the discrete cosine transform (DCT), which reduces the data correlation 

and provides a compact representation of a large amount of information as few data samples. The 

JPEG standard divides an image into	 Nଶ ൌ 8ଶ	  blocks of pixels, with each block producing 64 

coefficients. The DCT–II for a block, where	 ,ሺ݅ܫ ݆ሻ	 is the pixel value at position	 ሺ݅, ݆ሻ, is defined as: 

     

                                       

        (a)             (b)             (c)             (d)             (e) 

Figure 18. Visual analysis of inter and intra block processing on example image from Tecnick
dataset.  (a) Plain image (b) Conventional EtC method (16x16), (c)(d)and (e) are encrypted image 
of proposed method with sub-block size 8x8, 4x4 and 2x2, respectively. The last row shows enlarged
image of left-bottom corner in each encrypted image. Compared to conventional methods proposed
method achieves visual encryption of local details. 
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,ݑሺܨ ሻݒ ൌ ሻ෍ݒሺߙሻݑሺߙ ෍ ,ሺ݅ܫ ݆ሻ ൈ cos ቈ
ሺ2݅ ൅ 1ሻݑߨ

2N
቉ cos ቈ

ሺ2݆ ൅ 1ሻݒߨ
2N

቉

୒ିଵ

௝ୀ଴

୒ିଵ

௜ୀ଴

, ሺ47ሻ 

where 

ሻݔሺߙ ൌ

ە
ۖ
۔

ۖ
ۓ
ඨ
1
ܰ

ݔ ൌ 0

ඨ
2
ܰ

ݔ ൐ 0

. 

and ܨሺݑ, ݑ ,ሻ is the corresponding computed DCT value. For the DC coefficientݒ ൌ ݒ ൌ 0	 and 

(47) can be simplified as 

ሺ0,0ሻܨ ൌ 1 N⁄ ෍෍ܫሺ݅, ݆ሻ, 

which gives the average value of pixels in the image block. Therefore, the DC coefficient is 

independent of the pixel position. The remaining 63 values are AC coefficients that correspond to a 

progressive increase in frequency in both the horizontal and vertical directions. When the input image 

is divided into multiple blocks, the DCT can be independently computed for each block. In each 

calculation, the basis function points remain the same, whereas the pixel values are changed. 

Therefore, an efficient method is to pre-compute the function points and multiply them by each block 

to obtain DCT	 ሺܦሻ	 as 

ܦ ൌ ,ᇱܶܯܶ ሺ48ሻ 

where	 	ܯ is the image data and	 ܶ	 is the DCT matrix obtained as 

௜ܶ,௝ ൌ

ە
ۖ
۔

ۖ
	ۓ 	 	 	 	 	 	 	 	 	 	 	 	 	

1

√N
, ݂݅	 ݅ ൌ 0,

ඨ
2
N
cos ቈ

ሺ2݆ ൅ 1ሻ݅ߨ
2N

቉ , .݁ݏ݅ݓݎ݄݁ݐ݋

 

The multiplication of	 ܶ	 on the left transforms the rows, and ܶᇱ	 on the right transforms the 
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columns of	 	represented by ܯܲ The product .ܯ ܲ is a linear combination of matrix	 ܶ	 columns 

with weights given by matrix	 	ܯ columns. The matrix	 	ܯ with c columns, each with	  ,elements ݎ

can be represented in a column–vector form as	 ܯ ൌ ሾࡹ଴,ࡹଵ,… ݅ ୡିଵሿ, where forࡹ, ൌ 0, 1,⋯ , c െ

	௜ࡹ ,1 denotes the	 ݅th column of	 	,ܯ and for	 ݇ ൌ 0, 1,⋯ , r െ 1, ݉௞௜	 denotes ݇th element of 

the	 ݅th column. The product	 ܲ is obtained as	 ܲ ൌ ሾܶࡹ଴, …,ଵࡹܶ , 	ୡିଵሿ, where theࡹܶ ݅th column 

of 	 ܲ  is	 ௜ࡼ ൌ ௜ࡹܶ  and is defined as a product of matrix	 ܶ	 with the	 ݅ th column of	 ܯ . It is 

calculated by 

௜ࡼ ൌ ෍ࢀ∗௞݉௞௜.

௥ିଵ

௞ୀ଴

ሺ49ሻ 

This representation simplifies the change in the product matrix elements with respect to 

weight. For example, in (49), the weights belong to an image distribution, which has the intrinsic 

property of being highly correlated; thus, the adjacent pixels have smaller differences. Therefore, 

swapping the pixel positions in a block by intra block processing has a smaller effect on the product 

of the two matrices. 

For a better understanding of the energy compaction analysis, we extracted two 8  8 blocks 

from the standard Lena image, and both blocks have different correlation coefficients. In the first 

image block, the horizontal correlation factor is 	 ௛ߪ ൌ 0.95	 and the vertical correlation factor 

is	 ௩ߪ ൌ 0.96, whereas in the second image block, the horizontal correlation factor is	 ௛ߪ ൌ 0.49	 and 

the vertical correlation factor is	 ௩ߪ ൌ 0.52. The DCT transformation of the original and scrambled 

image blocks are shown in Figure 19 (a–d) and Figure 19 (e–h), respectively. The scrambled images 

in Figure 19 (b,f) were obtained by changing the entire block orientation (that is rotation by 90°). 

The scrambled images in Figure 19 (c,d,g,h) were obtained by dividing the blocks into sub-blocks 

and then changing the orientations of the sub-blocks randomly. In this example, one sub-block was 

rotated at 90° and one sub-block was flipped over the vertical axis. It can be seen in Figure 19 (b,f) 

that because of the entire block transformation, the DCT coefficient values remain the same, and 
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only their positions change. Here, the DCT matrix obtained is equivalent to the diagonal flip of the 

original matrix. On the other hand, the sub-block processing changed the DCT coefficient values, as 

shown in Figure 19 (c,d,g,h). However, the DCT transformation in the JPEG algorithm is followed 

by a quantization step, to reduce each coefficient value by dividing each value	 ,ݑሺܨ 	ሻݒ in (47) by 

the corresponding quantization table element	 ,ݑ୊ሺ୕ݐݍ 	ሻݒ as 

ᇱሺ௨,௩ሻܨ ൌ ቞
,ݑሺܨ ሻݒ

,ݑ୊ሺ୕ݐݍ ሻݒ
቟ , ሺ50ሻ 

where function	 	ۂ⋅ہ rounds a value to the closest smallest integer and ܨᇱሺݑ, 	ሻݒ is the quantized value. 

Since the quantization reduces the values to small integers, the JPEG quantization step significantly 

reduced the difference in the DCT coefficients of the original and transformed image blocks, as 

shown in Figure 19. In the quantization step, the standard luminance quantization table with	 ݂ݍ ൌ

80	 was used. In fact, during intermediate encoding, the zigzag scan of the DCT matrix resulted in 

almost the same number of zero AC coefficients, which can be encoded as the JPEG EOB identifier 

in the same manner in all of the cases. Therefore, the sub-block processing has a negligible impact on 

the energy compaction of the DCT and it allows the quantizer to discard high-frequency coefficients 

without introducing any visual distortion in the recovered image. 
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Figure 19. The proposed method compressibility analysis based on the DCT energy 
compaction. (a–d) The DCT of the block where correlation coefficients were ߪ௛ ൌ 0.95 and ߪ௩ ൌ
0.96. (e–h) The DCT of the block where correlation coefficients wereߪ௛ ൌ 0.49	 and ߪ௩ ൌ 0.52. 
(a,e) The original block transformations. (b,f) The scrambled block transformations obtained by 
processing the entire blocks. (c,g) The scrambled block transformations obtained by the sub-block 
(4 × 4) processing. (d,h) The scrambled block transformations obtained by the sub-block (2 × 2) 
processing. 
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4.5.1.2. Compression–Efficiency Analysis 

For compression analysis, we plotted the rate distortion (RD) curve as shown in Figure 20 and 

21 for color images compression without chroma subsampling, and with 4:2:0 subsampling ratio, 

respectively. The y–axis is the recovered image quality represented as a multiscale structural 

similarity index measure (MS–SSIM) in dB against the compression savings given as the bitrate on 

the x–axis. The RD curves are for the JPEG quality factors of 70–100. To compare the RD curves, 

we use Bjøntegaard delta (BD) measures [76], where the BD rate difference is the percent difference 

between two bitrates of the equivalent quality, and the BD quality difference is the average dB 

difference for the equivalent bandwidth. Instead of peak–signal–to–noise ratio (PSNR), used in the 

conventional literature, the BD rate difference is computed for a better image quality measure such 

as MS–SSIM [36]. Note that the value of MS–SSIM (M) is െ10logଵ଴ሺ1 െ Mሻ.  

Table 8 summarizes the rate savings and image quality differences of PE methods and JPEG–

compressed images using BD measures for the RD curves presented in Figure 20 and 21. First, we 

considered the JPEG algorithm for color images compression without chroma subsampling. The 

results show that the proposed IIB–CPE (8 × 8) preserves the compression savings of color–EtC (16 

× 16) while outperforming GS–EtC by almost 15%. However, there is a 3% datarate difference as 

compared to compression of the original images. The main reason is that the DC coefficients in 

adjacent blocks have higher correlation, and the JPEG algorithm treats them differently than the AC 

coefficients. The DC coefficients in adjacent blocks are differentially pulse code modulated (DPCM) 

with each other and their prediction errors are entropy encoded. In the proposed scheme, the 

permutation step disrupts this correlation, and compression savings that could have been achieved 

by the DPCM are lost. On the other hand, for smaller sub–block sizes such as, (4 × 4) and (2 × 2), 

there is an increment in the image size across all methods. However, compared to conventional PE 

methods, where the file size drastically increases, the proposed method is still able to deliver 

compression savings. For example, to achieve the highest quality image (that is,	 QF ൌ 100) when 

using the smallest block size of (2 × 2), the bitrate of IIB–CPE is 4.6 bpp whereas for conventional 
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Color–EtC and GS–EtC methods the bitrate is 10.4 and 8.9 bpp, respectively. The bitrate of 

conventional PE methods is in fact an increment from the original image size.  

Second, we considered the JPEG algorithm for color images compression with subsampling 

ratio of 4:2:0. The JPEG encoder performs chroma sub-sampling (such as 4:2:0) on a block size of 

(16  16). Therefore, when the images are encrypted with a block size smaller than the standard 

specified size, then the resulting (8  8) blocks in color components will consist of pixels from 

different blocks. Such pixels have low correlation and performing interpolation on them to recover 

the original image resolution results in block artifacts (Type I).  

Figure 20. The JPEG compression performance without chroma subsampling on different
perceptual encryption methods in terms of rate distortion (RD) curves with respect to MS–
SSIM (dB) on Tecnick color dataset. The number enclosed in parentheses at the end of each series 
name shows its performance rank. The overlapping regions in the graph are zoomed in and shown
in the bottom right corner. 
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In addition, when the luminance component (Y) is shuffled with either of the chrominance 

components (Cb or Cr) as a result of the channel shuffling step, then during encoding this block is 

treated as a chrominance component. Based on human color perception capabilities, the JPEG 

algorithm processes the chrominance components differently than the luminance. For example, the 

chrominance component resolution is reduced during the subsampling step and the values are 

represented with fewer bits during the quantization step. Therefore, when a block that belongs to the 

luminance component goes under these processing then regardless of its size, the block is recovered 

with blur distortion (Type II).  For visual inspection, Figure 22 shows images recovered from PE 

Figure 21. The JPEG compression performance with chroma subsampling ratio (4:2:0) on
different perceptual encryption methods in terms of rate distortion (RD) curves with respect
to MS–SSIM (dB) on Tecnick color dataset. The number enclosed in parentheses at the end of 
each series name shows its performance rank. The overlapping regions in the graph are zoomed in
and shown in the bottom right corner. 
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encryption methods with different block sizes. For the conventional Color-EtC method, when (16  

16) block size is used then the Type II distortion appears in the regions where there is an abrupt 

change in the pixel’s values. Images encrypted with block sizes smaller than 1616 have both Type 

I and Type II distortions. Since, in the GS-EtC method, the chroma subsampling is carried out before 

encryption; therefore, no block artifacts are visible. However, for smaller block sizes there is visible 

distortion as a result of the quantization step. On the other hand, for the proposed IIB-CPE method, 

only Type II distortion appears in the similar regions as that of the Color-EtC (16  16) method. The 

proposed method preserved the correlation among the adjacent pixels within a block as discussed in 

Section 4.4.3; therefore, avoids Type I distortion. The Type II distortion is reduced when using a 

larger value for the JPEG quality factor as shown in Figure 23.  
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     (a)                 (b)                 (c)                   (d) 

        

     (e)                 (f)                 (g)                   (h) 

        

     (i)                 (j)                 (k)                   (l) 

Figure 22. Images recovered from PE methods using different block sizes.  The JPEG quality 
factor is 71. (a) is the original image. (b) is recovered from the plain image. (c)–(f) are images 
recovered from the Color-EtC method with block sizes (16 × 16, 8 × 8, 4 × 4, and 2 × 2), respectively.
(g)–(i) are images recovered from the GS-EtC method with block sizes (8 × 8, 4 × 4, and 2 × 2),
respectively. (j)–(l) are images recovered from the proposed with block sizes (8 × 8, 4 × 4, and 2 ×
2), respectively. The boxed region in each image is zoomed and shown on its right side. 
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     (a)                 (b)                 (c)                   (d) 

        

     (e)                 (f)                 (g)                   (h) 

        

     (i)                 (j)                 (k)                   (l) 

Figure 23. Images recovered from PE methods using different block sizes.  The JPEG quality 
factor is 100. (a) is the original image. (b) is recovered from the plain image. (c)–(f) are images 
recovered from the Color-EtC method with block sizes (16 × 16, 8 × 8, 4 × 4, and 2 × 2), respectively.
(g)–(i) are images recovered from the GS-EtC method with block sizes (8 × 8, 4 × 4, and 2 × 2),
respectively. (j)–(l) are images recovered from the proposed with block sizes (8 × 8, 4 × 4, and 2 ×
2), respectively. The boxed region in each image is zoomed and shown on its left side. 
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For the compression savings when using chroma subsampling, it can be seen in Table 8 that 

GS-EtC with block size (8  8) has achieved better performance among the compared methods. For 

block size (8  8), the method has an improved bitrate than the plain images. The reason for this is 

that GS-EtC uses a single quantization table (for example, the standard luminance table in our 

simulations); therefore, in the low bitrate region, it has achieved better image quality as shown in 

Figure 21. The Color-EtC with block size (16  16) has a 6% difference in the bitrate with negligible 

difference in the image quality. However, for both Color-EtC and GS-EtC the performance gain is 

reduced significantly with the smaller block size. On the other hand, the proposed method has higher 

bitrate requirement than the conventional methods. However, it is still able to deliver compression 

savings across different blocks sizes with a negligible difference in the image quality. For the 

proposed method, there is an opposite trend between the measures and the block sizes. Because when 

using sub-blocks of smaller sizes for intra block processing, then the correlation is better preserved 

within the block.  
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4.5.2. Encryption Analysis 

4.5.2.1. Jigsaw Puzzle Solver Attack Analysis 

Several statistical tests, for example, histogram analysis, correlation analysis, and entropy 

analysis usually assess the security of encryption algorithms. These tests are commonly used for 

analysis of full encryption techniques, where an attacker tries to figure out details of the algorithm. 

However, different from full encryption algorithms, the goal of perceptual encryption cryptanalysis 

is to recover a better-quality image out of the unencrypted data and its semantics [77]. Compressible 

PE preserves correlation of the original images on a bock level, which may vulnerate to the jigsaw 

puzzle solver attack proposed in [36]. It is a ciphertext–only attack (COA) where the main goal is to 

reconstruct the original image fully or partially from the cipher image by exploiting the correlation 

that exists in each block. To demonstrate robustness against the attack, we extended the jigsaw puzzle 

Table 8. The JPEG compression performance on different perceptual encryption methods in
terms of Bjøndegaard Delta measures. The rate differences are for the equivalent quality relative 
to the JPEG under MS–SSIM for RD curves plotted in Figures 6 and 7. 

  Block-Size BD-Rate BD-MS-SSIM 

4:4:4 

Color–EtC 

16 × 16 3.18 −0.32 

8 × 8 6.18 −0.61 

4 × 4 267.72 −19.88 

2 × 2 424.69 −27.8 

GS–EtC 

8 × 8 17.76 −2.16 

4 × 4 405.32 −20.04 

2 × 2 646.57 −27.39 

IIB–CPE 

8 × 8 3.11 −0.31 

4 × 4 64.04 −5.4 

2 × 2 78.61 −6.01 

4:2:0 

Color–EtC 

16 × 16 5.98 −0.39 

8 × 8 nan −12.55 

4 × 4 nan −19.94 

2 × 2 nan −23.39 

GS–EtC 

8 × 8 −1.41 −0.21 

4 × 4 352.1 −16.33 

2 × 2 549.1 −22.26 

IIB–CPE 

8 × 8 112.44 −4.1 

4 × 4 105.81 −4.19 

2 × 2 60.52 −2.76 
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attack to accommodate sub–block processing. The proposed jigsaw puzzle solver reconstructs the 

original image in two steps. First, correct orientations of sub–blocks in an entire block are recovered. 

For this purpose, the cipher image can be treated as a type of jigsaw puzzle where only orientation 

of the pieces is unknown. Here, the change in orientation is a result of the combination of rotation 

and inversion transformations, which is given by a composite function as 

ோ݂,ூሺ݌௜ሻ ൌ ோ݂ ∘ ூ݂ሺ݌௜ሻ, ሺ51ሻ 

The function	 ோ݂	 rotates a piece where	 ܴ ∈ ሼ0°, 90°, 180°, 270°ሽ, and the function ூ݂ 	 flips a piece, 

where 	 ܫ ∈ ሼH, V, HV, No	 Flipሽ	 and H: horizontal flip, V: vertical flip and HV: horizontal flip 

followed by vertical flip. For the composite function, the rotation function	 ܴ ∈ ሼ0°, 90°ሽ	 or	 ܴ ∈

ሼ180°, 270°ሽ	 in order to avoid collision. The orientation can be recovered by minimizing the total 

sum of the cost across the boundaries of any two given pieces. The cost is a pairwise compatibility 

between two pieces calculated as Mahalanobis Gradient Compatibility (MGC) measure proposed in 

[25]. For example, for two pieces	 	ଵ݌ and	 	ଶ, the compatibility between top of݌ 	ଵ݌ and bottom 

of	 	ଶ݌ is represented as	 ,ଵ݌஻ሺ்ܥ  ଶሻ. The minimum compatibility of the two pieces for the proposed݌

solver is given as 

,ଵ݌஻ሺ்ܥ ଶሻ݌ ൌ ݉݅݊
௙ೃ,಺

ቄ்ܥ஻ ቀ݌ଵ, ோ݂,ூሺ݌ଶሻቁቅ . ሺ52ሻ 

Since the position of the sub–blocks are not changed; therefore, each sub–block is compared only 

with its neighbor in the block. Once the sub–blocks orientation is recovered, the next step is to solve 

the puzzle for the transformation performed on the entire blocks. Note that the recovery of sub–

blocks orientation with respect to their neighbors in a block does not necessarily guarantee the correct 

orientation of the entire block. Therefore, the entire block has the transformation of	 ோ݂ூ	 and has an 

additional function 	 ே݂௉	 that applies negative–positive transformation on a block, where 	 ܰܲ ∈

ሼ0, 1ሽ	 and	 1	 being transformation is applied. The overall transformations on a block	 ௜ܲ 	 can be 

defined by a composite function as 
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ோ݂,ூ,ே௉ሺ ௜ܲሻ ൌ ோ݂ ∘ ூ݂ ∘ ே݂௉ሺ ௜ܲሻ, ሺ53ሻ 

and the minimum compatibility in (52) for two blocks	 ଵܲ	 and	 ଶܲ	 becomes: 

஻ሺ்ܥ ଵܲ, ଶܲሻ ൌ ݉݅݊
௙ೃ,಺,ಿು

ቄ்ܥ஻ ቀ ଵܲ, ோ݂,ூ,ே௉ሺ ଶܲሻቁቅ . ሺ54ሻ 

The position of each block is changed because of the permutation step in the encryption; therefore, 

compatibility of each block should be computed with every other block in the puzzle. Finally, the 

calculated compatibility scores are then used to solve the puzzle by using a constrained minimal 

spanning tree algorithm proposed in [25]. The 	 	 ,in (24) ܋۲ 	 in (25), and ܋ۼ  in (26) measures ܋ۺ

proposed in [24], [25] were investigated in this study to show robustness against the jigsaw puzzle 

solver attacks. The scores,	 ,܋۲ ,܋ۼ ܋ۺ ∈ ሾ0,1ሿ, where a larger value indicates a better reconstruction 

of the cipher image. For the robustness analysis, 20 images were randomly chosen from the Tecnick 

dataset. First, we encrypted the images and then assembled them using the jigsaw puzzle solver. 

Table 9 summarizes the average 	 ,܋۲  scores of those 20 images. The smaller score ܋ۺ and ,܋ۼ

value of the proposed method is attributed to intra block processing, which reduces the efficiency of 

the compatibility measure used by the jigsaw puzzle solver.  

4.5.2.2. Correlation Analysis 

An encryption algorithm should eliminate correlation among adjacent pixels in an image for 

better security. In general, the correlation coefficient 	 ,࢞ሺߩ 	ሻ࢟ between two distributions 	  ࢞

and 	 	࢟ each with ܰ	 elements can be calculated as in (20). The coefficient 	 ߩ ∈ ሼെ1.0,1.0ሽ , 

where 	 ߩ ൌ 0	 shows that there is no correlation, ߩ ൏ 0	 shows negative correlation and ߩ ൐

Table 9. Robustness of the perceptual encryption methods against jigsaw puzzle solver attacks. 
(Nc: neighbor comparison, Lc: largest component comparison, Dc: direct comparison). 

Methods Nc Lc Dc 

Color–EtC 16 × 16 0.11 0.12 0.01 

GS–EtC 8 × 8 0.001 0.002 0.001 

IIB–CPE 8 × 8 0.08 0.02 0.01 

IIB–CPE 4 × 4 0.05 0.02 0.01 

IIB–CPE 2 × 2 0.06 0.02 0.01 
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0	 shows positive correlation. The negative correlation means that when one value is increasing the 

other is decreasing and the positive correlation means that both values are either increasing or 

decreasing. For the correlation analysis, we have performed two experiments. First, we have shown 

the correlation between adjacent pixels randomly chosen from the whole image. Since the encryption 

algorithms are block based, the correlation among the neighboring pixels was still high in the cipher 

images as shown in Table 10. In order to preserve the JPEG compression performance efficiency on 

the cipher images, the correlation in the block of at least (8 ൈ 8) size should not be altered. At first, 

it may seems like the CPE algorithms are vulnerable, also mentioned in [5]; therefore, in the second 

experiment, we have analyzed correlation among adjacent blocks that is by taking the pixels on the 

borders only. It can be seen that on a block level the cipher image had low correlation and exhibits 

favorable encryption properties. Table 10 presents the correlation analysis for the entire dataset in 

diagonal, horizontal and vertical directions for plain images and CPE cipher images.   

4.5.2.3. Histogram Analysis 

The histogram of an image gives the intensity distribution as the number of pixels at each 

intensity level. For a plain image, the histogram is a skewed distribution concentrated at one location 

and a cipher image has a uniform distribution. To quantify the characteristics of a histogram	  ,ࡾ

Table 10. The encryption analysis of the CPE schemes under different statistical tests. 

Methods 

Correlation Coefficient 

Entropy 
Histogram 
variance 

Image level Block level 

diagonal horizontal vertical diagonal horizontal vertical 

Plain 0.87 0.91 0.9 0.42 0.55 0.51 6.51 237.92 

Color–
CPE 

0.84 0.91 0.91 0.01 0 0 7.42 40.58 

PGS–CPE 0.73 0.85 0.85 –0.01 0 0 6.83 112.01 

Extended–
CPE [47] 

0.84 0.91 0.91 0 0 0 7.42 40.59 

Extended 
CPE [63] 

0.84 0.91 0.91 0 0 0 7.42 40.59 

IIB–CPE 
(8 × 8) 

0.83 0.9 0.9 0 0.01 0 7.42 40.6 

IIB–CPE 
(4 × 4) 

0.82 0.89 0.89 0 0 0 7.42 40.6 

IIB–CPE 
(2 × 2) 

0.83 0.9 0.89 0.01 0.01 0 7.42 40.57 
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histogram variance 	 ܸሺࡾሻ	 is calculated as in (21). Small value of 	 ܸሺࡾሻ	 means a uniform 

distribution. Table 10 shows the mean	 ܸሺࡾሻ	 values across the whole dataset for plain and cipher 

images. In all cases, ܸሺࡾሻ	 values of cipher images are smaller than that of the plain images; 

therefore, reduces the information characteristics of the image. The PGS–CPE has the 

greater	 ܸሺࡾሻ	 value among the evaluated methods. 

4.5.2.4. Information Entropy Analysis 

The information entropy shows the degree of randomness in an image. The entropy of an 

image	 	ሻࡵሺܪ is calculated as in (22). For a truly random image with	 ܰ ൌ 256	 intensity levels, the 

ideal value of the entropy should be closer to	 ሻࡵሺܪ ൌ ଶሺܰሻ݃݋݈ ൌ 8. Table 10 shows the mean of 

entropy values across the whole dataset for plain and cipher images. The entropy values are smaller 

than the ideal value of	 ሻࡵሺܪ ൌ 8, because the PE methods preserve the image contents on a block 

level. Nonetheless, ܪሺࡵሻ	 values of cipher images were greater than that of the plain images; 

therefore, resulted in better randomness. In addition, PGS–CPE methods have the 

smaller	 	ሻࡵሺܪ value among the evaluated CPE methods. 

4.5.2.5. Differential Attack Analysis 

In order to be resistant against differential attack, an encryption algorithm should have the 

ability to generate two different cipher images for plain images with a minor difference. The degree 

of change can be quantified by two metrics, namely, the number of pixels change rate (NPCR) and 

the unified average changing intensity (UACI). The NPCR gives the percentage difference between 

two cipher images and UACI gives the average intensity of differences between the two images. For 

this purpose, a plain image ࡵଵ of size	 	ܯ is slightly modified by randomly changing one of its pixel 

values to generate another image ࡵଶ. The two plain-images	 	ଵࡵ and	 	ଶࡵ are encrypted using the same 

encryption key to obtain the cipher images 	 	ଵ࡯ and 	 ଶ࡯ , respectively. The NPCR and UACI 

parameters are calculated for the cipher images	 	ଵ࡯ and	 	 ଶ as in (23). For࡯ 	ଵ࡯ and	 	ଶ࡯ to have 

the ideal value of NPCR and UACI, the minor change in the plain images should be reflected across 



- 92 - 

 

the whole cipher images. Usually, the diffusion process, which makes the current ciphertext 

dependent on the previous ones, achieves this property. However, in the CPE schemes there is no 

such operation. In fact, the only step that changes pixel values is the negative–positive transformation 

function where 50% of the blocks or pixels are randomly XORed with 255. As a result, the CPE 

schemes may be vulnerable to differential attacks. Nonetheless, the use of different keys for each 

image as in the literature provides a certain level of resistance against the attack.  

4.5.2.6. Robustness Analysis 

In this section, we analyze the robustness of CPE schemes against the data loss attack and 

       

        

(a)         (b)        (c)        (d)         (e)        (f)        (g) 

                       

                       

            (h)         (i)        (j)        (k)         (l)        (m) 

Figure 24. Visual analysis of the images recovered from the CPE processing.(a) is the original 
image. (b – g) are cipher images obtained from the Color–CPE, PGS–CPE, Extended–CPE, IIB–
CPE (8 × 8), IIB–CPE (4 × 4) and IIB–CPE (2 × 2) methods, respectively. Their corresponding
recovered images are shown in (h – m). In each image, the boxed region is zoomed and shown below
them. Note that the JPEG compression was not performed on the cipher images. 
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noise attack.  Figure 24 (a) shows the original image and its cipher images in Figure 24 (b) – (g) 

were obtained from the Color–CPE, Extended–CPE, PGS–CPE and IIB–CPE schemes. For the data 

loss attack analysis, we have cropped different regions (i.e., setting the pixels values equal to zero) 

from the cipher image as shown in Figure 25 (a) – (f) for the cipher images in Figure 24 (b) – (g). 

Their corresponding recovered images are shown in Figure 25 (g) – (l). It can be seen that the images 

have recovered successfully without the corrupted blocks. In case of the Color–CPE (Figure 25 (h)) 

and IIB–CPE (Figure 25 (j–l)) images, the lost blocks do not have any color because in each channel 

blocks from the same locations have been lost and the white blocks are the result of the negative–

positive transformation step. On the other hand, for the Extended–CPE (Figure 25 (i)) and PGS–CPE 

(Fig 24 (h)) images, the lost blocks are not from the same locations in the color–channels; therefore, 

the missing blocks have color and certain spatial information appears in them.  

Similarly, for the noise attack analysis, the cipher images (Figure 24 (b–g)) were added with 

Gaussian noise (Figure 26 (a–f)) and salt–pepper noise (Figure 27 (a–f)). Their corresponding 

recovered images are shown in Figure 26 (g–l) and Figure 27 (g–l), respectively. In the case of 

Gaussian noise, the recovered images are blurred as compared to the original image across all CPE 

methods. For the salt–pepper noise, the noisy pixels of the cipher images were inherited in the 

recovered image without affecting the rest of the image. For quantitative analysis, Table 11 

summarizes the average MS–SSIM of the recovered images across the whole dataset. Overall, the 

methods that represent input as a color image have better resilience against data loss and noise. The 

CPE methods are robust against the noise and data loss attacks owing to the lack of diffusion process.  

  

Table 11. Quality of the recovered images under different types of loss attacks (Figure 25 – 27).

Methods Data Loss Gaussian Noise Salt & Pepper Noise 
Color–CPE 0.54 0.95 0.91 
PGS–CPE 0.24 0.88 0.86 

Extended–CPE 0.54 0.95 0.91 
IIB–CPE (8 × 8) 0.55 0.95 0.91 
IIB–CPE (4 × 4) 0.54 0.95 0.91 
IIB–CPE (2 × 2) 0.54 0.95 0.91 
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    (a)         (b)        (c)        (d)         (e)        (f) 

        

       

   (g)         (h)        (i)          (j)         (k)        (l) 

Figure 25. The CPE methods robustness against the data loss attack. (a – f) 
are the cipher images given in Figure 20 (b – g) with the data loss attack. Their 
corresponding recovered images are shown in (g – l). For better visual inspection, 
the boxed region in each image is enlarged and shown below them. 
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    (a)         (b)        (c)        (d)         (e)        (f) 

      

      

   (g)         (h)        (i)          (j)         (k)        (l) 

Figure 26. The CPE methods robustness against the noise attack. (a – f) are
the cipher images given in Figure 24 (b – g) with the noise attack by adding 
Gaussian noise. The recovered images for (a – f) are shown in (g – l). For better 
visual inspection, the boxed region in each image is enlarged and shown below
them. 
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    (a)         (b)        (c)        (d)         (e)        (f) 

        

      

   (g)         (h)        (i)          (j)         (k)        (l) 

Figure 27. The CPE methods robustness against the noise attack. (a – f) are
the cipher images given in Figure 24 (b – g) with noise attack by adding Salt and 
Pepper noise. The recovered images for (a – f) are shown in (g – l). For better 
visual inspection, the boxed region in each image is enlarged and shown below
them. 
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4.5.27. Keyspace Analysis 

In general, the encryption algorithm of the CPE consisted of four secret symmetric keys: 

कଵ	 permutation key, कଶ rotation and inversion key, कଷ	 negative–positive transformation key, 

and 	 	ସࡷ color–channel shuffling key. Each key	 क௜, ݅ ൌ ሼ1,2,3ሽ	 is a set of three keys, one for each 

component of the image and is denoted as 	 क௜ ൌ ൛ࡷ௜
ோ, ௜ࡷ

ீ, ௜ࡷ
஻ൟ . The keyspace क  of a CPE 

algorithm is the set of all keys used in the encryption steps as	 क ൌ ሼकଵ,कଶ,कଷ,ࡷସሽ and the key 

size is given by the set cardinality as	 |क|.  

As discussed earlier, in the CPE methods an input color image	 	,ௐൈுൈ஼ࡵ with	 ܹ ൈ 	ܪ pixels 

in	 	ܥ color channels, is grouped into non–overlapping square blocks with	 ܰଶ	 pixels. The number 

of blocks ܤ௖	 in a color channel ܿ	 is given by 

௖ܤ ൌ ܮ ൈܯ, ሺ55ሻ 

and the number of blocks ܤ in the image is given by 

ܤ ൌ 3 ൈ .௖ܤ ሺ56ሻ 

When a block ࡮ of size	 ܰ ൈ ܰ	 pixels is divided into ܵܮ ൈ 	smaller blocks of size ܮܵ ܵܰଶ for the 

sub block processing, the number of sub blocks	 	௖ܤܵ in a color channel	 ܿ is 

௖ܤܵ ൌ ሺܵܮ ൈ ሻܮܵ ൈ ,௖ܤ ሺ57ሻ 

and the number of sub blocks ܵܤ in the image is given by 

ܤܵ ൌ 3 ൈ .௖ܤܵ ሺ58ሻ 

The keyspace	 क஼஼ for the Color–CPE scheme based on (55) can be derived as: 

क஼஼ ൌ ൛कଵ,஼஼,कଶ,஼஼,कଷ,஼஼, ,ସ,஼஼ൟࡷ
|क஼஼| ൌ 3ሺܤ௖!ሻ ⋅ 3ሺ8஻೎ሻ ⋅ 3ሺ2஻೎ሻ ⋅ 6஻೎. ሺ59ሻ

 

Since, the Color–CPE scheme used the same key for each color component, its keyspace size 
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becomes 

|क஼஼| ൌ !௖ܤ ⋅ 8஻೎ ⋅ 2஻೎ ⋅ 6஻೎. ሺ60ሻ 

The keyspace	 कா஼ for Extended–CPE schemes based on (55) can be derived as: 

कா஼ ൌ ൛कଵ,ா஼,कଶ,ா஼,कଷ,ா஼, ,ସ,ா஼ൟࡷ
|कா஼| ൌ 3ሺܤ௖!ሻ ⋅ 3ሺ8஻೎ሻ ⋅ 3ሺ2஻೎ሻ ⋅ 6஻೎. ሺ61ሻ

 

Here, the keyspace for the first three steps increased by a factor of three as compared to	 |क஼஼|	 in 

(59). The reason is that the Extended–CPE schemes perform the encryption steps independently in 

each color component. In addition, the color channel shuffling step scrambles the blocks in the three-

color components; therefore, (61) can be simplified as 

|कா஼| ൌ ሺ3ܤ௖ሻ! ⋅ 8ଷ஻೎ ⋅ 2ଷ஻೎

ൌ !ܤ ⋅ 8஻ ⋅ 2஻. ሺ62ሻ
 

The keyspace	 कூ஼ for the IIB–CPE can be derived as: 

कூ஼ ൌ ൛कଵ,ூ஼,कଶ,ூ஼,कଷ,ூ஼, ,ସ,ூ஼ൟࡷ

|कூ஼| ൌ 3ሺܤ௖!ሻ ⋅ ൫3ሺ8ௌ஻೎ሻ ⋅ 3ሺ8஻೎ሻ൯ ⋅ 3ሺ2஻೎ሻ ⋅ 6஻೎. ሺ63ሻ
 

Similar to the Color–CPE scheme, IIB–CPE used the same key for each color component, its 

keyspace becomes 

|कூ஼| ൌ !௖ܤ ⋅ ሺ8ௌ஻೎ ⋅ 8஻೎ሻ ⋅ 2஻೎ ⋅ 6஻೎. ሺ64ሻ 

Compared to |क஼஼| in (55), |कூ஼|	 is increased by a factor of	 8ௌ஻೎	 because of the sub–block 

processing. This increment depends on the sub–block size – specifically, when the number of pixels 

in a sub–block is ܵܰଶ ∈ ሼ8ଶ, 4ଶ, 2ଶሽ then the keyspace size is increased by a factor of	 8ௌ஻೎ ∈

ሼ8ସ஻೎, 8ଵ଺஻೎, 8଺ସ஻೎ሽ, respectively. The keyspace	 क௉஼	 for the PGS–CPE scheme can be derived 

without the last term	 कସ	 as the methods lack color–channel shuffling step: 

क௉஼ ൌ ൛ࡷଵ,௉஼, ,ଶ,௉஼ࡷ ,ଷ,௉஼ൟࡷ
|क௉஼| ൌ !ܤ ⋅ 8஻ ⋅ 2஻. ሺ65ሻ
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The number of blocks has increased by a factor of three compared to the Color–CPE schemes. Similar 

to Extended–CPE methods, the PGS–CPE schemes process each image block independently as the 

color channels are concatenated in a single component. In addition, on the contrast of the color–based 

CPE methods where the smallest block size used is (16 × 16), the PGS–CPE schemes can benefit 

from the smallest allowable block size in the JPEG standard that is (8  8), the number of blocks is 

increased four times and (61) can be modified as 

|क௉஼| ൌ ሺ4ܤሻ! ⋅ 8ሺସ஻ሻ ⋅ 2ሺସ஻ሻ. ሺ66ሻ 

Overall, based on (60)(62)(64) and (66) the relation between the keyspace sizes of the CPE methods 

for color image encryption can be established as 

|क௉஼| ≫ |कா஼| ≫ |कூ஼| ൐ |क஼஼|. ሺ67ሻ 

For the completeness of security analysis, it is necessary to show robustness of the proposed 

method against known–plaintext (KPA) and chosen–plaintext attack (CPA). Like the conventional 

EtC methods, the proposed scheme is robust against KPA because of the use of different keys for 

encryption of each image. Since the proposed method is symmetric encryption scheme and does not 

need to disclose any information about the key; therefore, it can resist CPA. 

4.6. Chapter Summary 

We have proposed a compressible perceptual encryption algorithm based on inter and intra 

block processing, which improved the encryption efficiency of existing methods without 

compromising the compression savings. The proposed scheme allows smaller block size in rotation 

and inversion steps, thereby improving robustness against different attacks, which was confirmed by 

various statistical tests. The proposed method provided security and bandwidth efficiency during 

transmission and storage. The JPEG format–compatibility of the encoded images makes them 

suitable for a wide range of applications, such as privacy–preserving cloud–based photo storage, 

privacy–preserving content–based image retrieval and social networking services. 
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V. THE CASE OF PRIVACY IN CLOUD-BASED 
MEDICAL IMAGE ANALYSIS 

 

5.1. Introduction 

Cloud services provide a cost-effective solution to meet the Information and Communication 

Technology (ICT) needs of an organization. The organization can use ICT resources, services, and 

software of a Cloud Services Provider (CSP) via the internet without a necessity of internal 

infrastructure or hardware on-site installations. With the recent success of Machine Learning (ML) 

in computer vision, automatic computer aided diagnosis (CAD) systems have emerged in healthcare 

organizations to assist doctors and practitioners. Particularly, Deep Learning (DL), a subfield of ML, 

has achieved state-of-the-art performance for image classification [78]. However, DL models are 

compute-intensive tasks, and their training requires cutting-edge technology and high computational 

resources. In this regard, healthcare organizations can avail cloud-computing services to access the 

latest technology to speed up the training process and allow DL models to scale efficiently with a 

lower capital cost [10], [79]. In addition, training DL models requires a large volume of sample data, 

which in some cases such as the medical domain, is expensive and difficult to acquire. To overcome 

this issue, healthcare organizations can benefit from a community cloud, where services are shared 

by organizations with common interests. In this case, cloud storage services can be used as a shared 

central data repository for joint projects and collaboration among the organizations. However, like 

all communication systems, when data is outsourced for cloud services, there is a risk of information 

leakage and a large volume of data requires high bandwidth [1], [80]–[82]. 

Compression and encryption are two processes that satisfy the dual requirements of data 

transmission over bandwidth constraint and public channels. Image compression gives a compact 

representation to an image such that it requires a smaller number of bits. It can be achieved either in 

lossless or lossy mode. In lossless compression, an image can be recovered with almost the same 

quality as that of the original image, whereas in lossy mode the image quality degrades. Compared 



- 101 - 

 

to lossless mode, lossy compression offers better savings; however, resulting quality degradation in 

lossy mode may not be acceptable in certain domains. For example, medical images contain 

information crucial for correct diagnosis of diseases; therefore, their compression should be carried 

out in such a way that the diagnostic information remains intact in them while their sizes are reduced 

[27], [28], [83]. One of the popular approaches to achieve this goal is to compress the region-of-

interest (ROI) necessary for diagnosis in lossless mode and non-ROI in lossy mode [28], [28], [83]. 

Such methods can achieve a significant reduction in the image size while preserving its important 

details. However, they require segmentation of an image beforehand, which is computationally 

expensive and is a target task to be performed using cloud-computing resources. Therefore, ROI-

based methods are not suitable for efficient image data transmission [10]. 

Encryption makes image data unintelligible, which can only be recovered by its inverse 

decryption process. The number theory and chaos theory-based encryption algorithms are proven 

efficient for securing image data [10]. These conventional encryption algorithms perform stream 

encryption and/or scrambling of pixel values; however, they are only suitable for encrypting raw 

images. For example, the JPEG compressed image consists of format markers and any changes in 

them by an external operation will leave the image uninterpretable. Similarly, re-encoding a cipher 

image as a JPEG image results in file size increment. Different from other forms of data, encryption 

of image data can be carried out only by disrupting their intrinsic properties. For example, changing 

pixel correlation and/or redundancy in an image can result in an unintelligible image with a necessary 

level of security. Based on this observation, a new class of encryption algorithms has emerged called 

Perceptual Encryption (PE) algorithms to meet the aforementioned requirements of encrypting 

compressed images. The main idea is to reverse the conventional order of performing compression 

prior to encryption. PE performs block-based operations that hides only perceptual information of an 

image, thereby preserves image intrinsic properties necessary to make the cipher images JPEG 

compressible, which makes them suitable for numerous applications, such as cloud photo storage 

and social networking services [37], [38] and image retrieval in the encryption domain [64]. 
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Nonetheless, PE methods are resilient against various attacks, including brute-force and cipher-text-

only attacks [36]. 

Based on an input image representation, PE methods can be grouped as Color-PE and 

Grayscale-PE methods. The Color-PE represents an input color image as a three-component image 

and uses same encryption keys for each component [65], whereas their extended versions encrypt 

each color component independently [15], [16]. The latter methods have larger keyspace as they have 

increased the number of blocks. However, this increment is limited by the smallest allowable block 

size in the JPEG algorithm, for instance, block size no smaller than 16	 ൈ	 16 should be used for color 

image compression. This recommended size is necessary to avoid block artifacts resulting from the 

JPEG chroma-subsampling step [10]. Smaller block size such as 8	 ൈ	 8, can be utilized in the JPEG 

algorithm without any adverse effect, for compression of grayscale images. Therefore, to exploit the 

smaller block size for an expanded keyspace, Grayscale-PE represents color input as a pseudo-

grayscale image by combining the color components along the horizontal or vertical direction [37], 

[38]. Overall, in conventional methods, color image as an input is a prerequisite for better security. 

However, in domains such as medical image processing, the unavailability of color images makes 

the conventional PE methods inadequate for their secure transmission and storage. Therefore, the 

current study proposes a PE method that is applicable for both color and grayscale images. In the 

proposed method, efficiency is achieved by considering smaller block size in encryption steps that 

have smaller effect on compressibility of an image, and, importantly, the processing does not 

compromise quality of the recovered images. As an application of the proposed method, we have 

considered a smart hospital that avails healthcare cloud services to outsource their DL computations 

and data storage needs. 

Contributions. Our main contributions are summarized as:  

 Proposed a PE algorithm for secure and efficient transmission and/or storage of medical 

images.  
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 A DL-based solution is implemented for automatic Tuberculosis (TB) screening in chest X-

ray (CXR) images.  

 Analysis of the proposed DL model against distortions resulted from compression process. 

 Proposed noise-based augmentation method to improve generalization of DL model on 

smaller dataset. 

 The analysis comprised of encryption, compression and DL-based classification were carried 

out on three datasets. 

5.2. Related Work – Deep Learning-based Tuberculosis Screening 

Grivkov et al. [84] implemented InceptionNetV3 [85] for diagnosis of TB in Shenzhen (SH) 

and Montgomery (MG) datasets [86] and achieved 86.8% accuracy. Das et al. [87] exploited transfer 

learning to improve InceptionV3 accuracy to 91.7% on the same datasets. Priya et al. [88] 

implemented transfer learning on VGG19 [89], ResNet50 [90], DenseNet121 [91] and InceptionV3 

models. In their analysis, pre-trained VGG19 has achieved 89% and 95% best accuracies on MG and 

SH datasets, respectively. Cao et al. [92] implemented DenseNet121, VGG and ResNet152 [90] 

models and achieved best accuracy of 90.38% classification accuracy with DenseNet121. Rahman 

et al. [93] adopted a somewhat different approach than the aforementioned methods. They have used 

three pre-trained models (ResNet101 [90], VGG19, and DenseNet201 [91]) to extract features from 

CXR images and use eXtreme Gradient Boosting (XG-Boost) (1.6.1, Tianqi Chen and Carlos Ernesto 

Guestrin, Seattle, USA) [94] model to classify TB and non-TB in them. In their experiments, 

DenseNet201 with XG-Boost architecture achieved the highest accuracy of 99.92% as compared to 

its counterparts. Munadi et al. [95] proposed to enhance CXR quality before feeding them to pre-

trained ResNet and EfficientNet [96] models. They have used three different image-enhancing 

techniques (unsharped masking, high-frequency emphasis filtering, and contrast limited adaptive 

histogram equalization). In their analysis, EfficientNet with unsharped masking image enhancement 

achieved 89.92% accuracy on SH dataset. Msnoda et al. [97] implemented ResNet, GoogLeNet [98], 
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and AlexNet [99] with an extra Spatial Pyramid Pooling (SPP) [100] layer. Among the implemented 

architectures, GoogLeNet achieved the highest classification accuracy of 97%, which was then 

improved to 98% by using the SPP layer. 

The methods discussed so far rely on the architecture of an individual model for classification 

efficiency. There are methods that combine two or even more models to form an ensemble network 

to achieve better performance. For example, Rajaraman et al. [101] implemented VGG16, 

InceptionResNetV2 [102], InceptionV3, XceptionNet [103] and DenseNet121, and then ranked them 

based on their accuracy. In their experiments, the top-3 models were InceptionV3 (accuracy = 94%), 

DenseNet121 (accuracy = 92.8%) and InceptionResNetV2 (accuracy = 92.5%). They have evaluated 

multiple ensemble methods to combine the top-3 models such as majority voting, simple averaging, 

weighted averaging stacking and blending to make an ensemble network. Their analysis showed that 

stacking ensemble demonstrated better performance and achieved 94.1% accuracy. Dasanayaka et al. 

[104] have implemented an ensemble of only two models (VGG16 and InceptionV3), and achieved 

97.10% accuracy, which is higher than the ensemble of the three models proposed in [101]. Oloko-

Oba et al. [105] have implemented an ensemble of VGG16, ResNet50 and InceptionV3 and achieved 

best accuracy of 96.14%. In their other study [106], they have explored ensemble of EfficientNets 

[96] for the diagnosis of TB. In their analysis of individual models, EfficientNet-B4 achieved best 

accuracy of 94.35% on SH dataset, which was then improved to 97.44% through ensemble learning. 

The ensemble was built by averaging the performance of the three best individual EfficientNets (B2, 

B3, and B4). Saif et al. [107] proposed to combine the traditional hand-engineered feature with an 

ensemble of DenseNet169, ResNet50 and InceptionV3 models. Their ensemble model has achieved 

best accuracy of 99.7% on SH dataset. Overall, ensemble methods have shown superior performance 

for TB screening in CXR images than the individual models. 

5.3. Extension of CPE Methods for Grayscale Image Processing 

Besides, color images encryption and compression, the CPE methods presented in Chater 4 

can be used with the grayscale images as well. A grayscale image consists of only one component as 
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opposed to a color image which has three components. The CPE methods consist of the following 

two steps for grayscale images encryption and compression: 

Step 1. Block–based encryption: 

The CPE methods perform geometric transformations to change blocks positions (blocks 

permutation) and orientations (blocks rotation and inversion), and intensity transformation 

(negative–positive transformation) to alter pixels values. 

Step 2: Compression: 

The final step is to compress the cipher image using the JPEG image standard in the grayscale 

mode either using the standard luminance or chrominance quantization tables. 

For the grayscale input, the image representation step is omitted (Step 1 in Section 4.3) and 

the PE methods can be classified as methods that transform an entire block (GS–CPE) and methods 

that incorporate sub–block processing (GS–IIB–CPE). The methods Color–CPE, Extended–CPE and 

PGS–CPE are of class GS–CPE and IIB–CPE is of class GS–IIB–CPE. The following subsections 

provide an overview of these methods. 

5.3.1. GS-CPE 

A cipher image can be generated by following the procedure described below: 

Step 1. Block–based encryption: 

 The grayscale image	 ܮ ு,ௐ is divided intoࡵ ൈ 	ܯ blocks where ܮ ൌ ܪ ܰ⁄ 	 and	 ܯ ൌ ܹ ܰ⁄ , 

and each block has	 ܰଶ	 pixels. 

 Shuffle the blocks positions in the image using a secret key ࡷଵ generated randomly.  

 Change the blocks orientations in the shuffled image by a composite function of rotation and 

inversion transformations. This transformation is controlled by a randomly generated key	  .ଶࡷ

 Change the pixels values by applying a negative–positive transformation function to each 
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pixel in a block randomly chosen using a random key	  .ଷ as in (37)ࡷ

Step 2. Compression: 

The final step is to JPEG compress the cipher image obtained in the previous step. Since the 

input image is a grayscale image, the JPEG compression is carried out in the grayscale mode with 

either of the standard quantization tables. 

5.3.2. GS-IIB-CPE 

A cipher image can be generated by following the procedure described below: 

Step 1. Block–based encryption: 

 The grayscale image	 ܮ ு,ௐ is divided intoࡵ ൈ 	ܯ blocks where ܮ ൌ ܪ ܰ⁄ 	 and	 ܯ ൌ ܹ ܰ⁄ , 

and each block has	 ܰଶ	 pixels. 

 Perform inside–out transformation on each block. Divide each block into sub–blocks and then 

change the orientation of each sub–block. For example, a block 	 	ே,ே࡮ can be divided into 

ܮܵ ൈ 	ܮܵ sub–blocks where	 ܮܵ ൌ ܰ ܵܰ⁄  and each sub–block has	 ܵܰଶ	 pixels. Change the 

sub–blocks orientations in a given block by a composite function of rotation and inversion 

transformations with a random key	  .ଵࡷ

 Shuffle the whole blocks positions using a secret key ࡷଶ generated randomly.  

 Change the pixels values by applying a negative–positive transformation function to each 

pixel in a block randomly chosen by using a random key	  .ଷ as in (37)ࡷ

Step 2. Compression: 

The final step is to JPEG compress the cipher image obtained in the previous step. Since the 

input image is a grayscale image, the JPEG compression is carried out in the grayscale mode with 

either of the standard quantization tables. 

5.4. Simulation Results and Analysis 
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In this section, we present the security and compression efficiency of the proposed PE method 

against conventional PE methods. When input image is grayscale then conventional color-PE [15], 

[16], [65], [71] and grayscale-PE [37], [38] methods can be implemented in the same way as 

described in Section 5.3.1. For the analysis, Shenzhen dataset [86] was used, which consists of 662 

images and all images were resized to same dimension of 2048 × 2048. The JPEG algorithm was 

implemented in grayscale mode with luminance quantization standard table and quality factors were 

chosen as ܳ௙ ∈ ሼ71, 72,⋯ , 100ሽ. In addition, a deep learning model based on EfficientNetV2 [108] 

was implemented as an image classifier.  

5.4.1. Visual Analysis 

For the grayscale image visual analysis, Figure 28 (a) shows an example image from the USC–

       

    (a)                 (b)                  (c)                 (d) 

        

    (e)                 (f)                  (g)                 (h) 

        

    (i)                 (j)                  (k)                 (l) 

Figure 28. Visual analysis of the grayscale images recovered from the CPE processing. (a) is 
the original image. (b – d) are cipher images obtained from the GS–CPE, GS–IIB–CPE (4 × 4) and 
GS–IIB–CPE (2 × 2) methods, respectively. The images recovered were compressed with the 
JPEG	 ࢌࢗ ൌ ૠ૚	 in (e – h), and	 ࢌࢗ ൌ ૚૙૙	 in (i – l). In each image, the boxed region is zoomed 
and shown its right side. 
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SIPI dataset and its cipher images (b – d) obtained from GS–CPE and GS–IIB–CPE methods, 

respectively. For visual analysis, the square bounded area in each image is zoomed and shown beside 

their corresponding images. It can be seen that the global contents of the image are being scrambled. 

Owing to the sub–block processing, the GS–IIB–CPE method has achieved better visual encryption 

of the local details. The cipher images were compressed the JPEG algorithm under different quality 

factors and their corresponding recovered images are shown in Fig 27 (e – l). During compression, 

the quality factor was set to	 ݂ݍ ൌ 71	 in Figure 11 (e – h), and	 ݂ݍ ൌ 100	 in Figure 11 (i – l). The 

images recovered from the cipher images have the same visual appearance as the recovered plain 

images. 

5.4.2. Compression Analysis 

Rate distortion curves (RD) of compression algorithms give a relationship between encoded 

image qualities with respect to bit rates. For this purpose, different image quality metrics such as 

Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) [109], and MS-

SSIM can be used. In the literature, only PSNR between original and PE encoded images has been 

computed as an image quality metric. However, SSIM and MS-SSIM are regarded as better measures 

to quantify visual degradation of an image. Therefore, this subsection presents analysis of PE 

methods with respect to SSIM (dB) and MS-SSIM (dB) along with PSNR (dB). SSIM and MS-SSIM 

values are 	 െ10 logଵ଴ሺ1 െ Mሻ,	 where 	 M  is either SSIM or MS-SSIM score. This logarithmic 

transform is necessary when methods can achieve high quality results. For compression analysis, 

images in the Shenzhen dataset were first encrypted by conventional and proposed PE methods and 

then the resulting cipher images were compressed using the JPEG algorithm. Figure 29 shows RD 

curves for different PE methods on the dataset using PSNR, SSIM, and MS-SSIM measures. For the 

RD curves, the JPEG quality factors were set to 70–100. The original images were obtained by the 

JPEG image compression without any encryption. The graphs show that compression efficiency of 

conventional methods decreases with smaller block sizes. On the other hand, for proposed method, 

block-size has smaller effect on the JPEG compression efficiency. 
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                    (a)                                      (d) 

 

                    (b)                                      (e) 

 

                    (c)                                      (f) 

Figure 29. Compression performance analysis of perceptual encryption methods.  (a–c) shows 
rate distortion curves for different image quality measures and (d–f) show rate savings (Bjøntegaard 
Delta) relative to JPEG under different image quality measures.

25

30

35

40

45

50

55

60

0 2 4 6 8 10 12

P
S
N
R
 (
d
B
)

bitrate (bpp)

Original

Conv8×8

Conv4×4

Conv2×2

Prop4×4
‐25

‐20

‐15

‐10

‐5

0

0

20

40

60

80

100

120

140

160

180

200

Q
u
al
it
y
 d
if
fe
re
n
ce
 (
d
B
)

Methods

D
at
ar
at
e 
d
if
fe
re
n
ce
  
(%

)

BD−rate

BD−PSNR

0

5

10

15

20

25

30

0 2 4 6 8 10 12

S
S
IM
 (
d
B
)

bitrate (bpp)

Original

Conv8×8

Conv4×4

Conv2×2

Prop4×4 ‐25

‐20

‐15

‐10

‐5

0

0

20

40

60

80

100

120

140

160

180

200

Q
u
al
it
y
 d
if
fe
re
n
ce
 (
d
B
)

Methods

D
at
ar
at
e 
d
if
fe
re
n
ce
  
(%

)

BD−rate

BD−SSIM

10

15

20

25

30

35

40

0 2 4 6 8 10 12

M
S
−S
S
IM
 (
d
B
)

bitrate (bpp)

Original

Conv8×8

Conv4×4

Conv2×2

Prop4×4 ‐25

‐20

‐15

‐10

‐5

0

0
20
40
60
80
100
120
140
160
180
200
220

Q
u
al
it
y
 d
if
fe
re
n
ce
 (
d
B
)

Methods

D
at
ar
at
e 
d
if
fe
re
n
ce
  
(%

)

BD−rate

BD−MS−SSIM



- 110 - 

 

 

Although, the RD curves give a reliable subjective analysis; however, it is difficult to quantify 

performance difference between two encoding schemes, as they do not have points at the exact same 

bit rates. Therefore, Bjøntegaard delta (BD) [76] rate measures use a polynomial fit of the curves, 

then sample 100 points over the fitted curve and compute areas by using the trapezoidal integration 

method. As a result, BD measures summarize data rate savings (BD-rate) or quality improvements 

(BD-QM) between two codecs. The BD-rate metric gives percent difference in area between two RD 

curves for equivalent quality after the logarithmic transform of bitrate. Similarly, BD-QM gives an 

average difference in quality for equivalent bitrate. This study reports the BD measures for PSNR 

(BD-PSNR), SSIM (BD-SSIM) and MS-SSIM (BD-MS-SSIM) quality measures. Figure 29 shows 

the rate savings and quality improvements for different PE methods with respect to the JPEG 

compressed images using PSNR, SSIM and MS-SSIM, respectively. The compression of cipher 

images obtained from conventional PE methods requires 5% more bitrate for equivalent quality (in 

terms of MS-SSIM) of plain images compression. However, the bitrate drastically increases when 

smaller block size is used. For example, with block size 4 × 4, conventional method requires almost 

113% more bitrate, and the requirement increases to almost 220% for block size 2 × 2. The reason is 

that for conventional PE methods, there is a tradeoff relation between encryption and compression 

efficiency because of the block size choice. In contrast, the proposed PE method requires about 12% 

more bitrate when using block size of (4 × 4) and (2 × 2). The analysis is discussed in terms of MS-

SSIM; however, the same trend can be seen when using PSNR and SSIM. 

5.4.3. Encryption analysis.  

For the encryption of grayscale images, the CPE consisted of three secret symmetric keys: 

	ଵࡷ permutation key, ࡷଶ rotation and inversion key, and ࡷଷ	 negative–positive transformation key. 

The keyspace क of a CPE algorithm for the grayscale image encryption is the set of all keys used 

in the encryption steps as	 क ൌ ሼࡷଵ,   .ଷሽࡷ,ଶࡷ
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Similar to the encryption of color images, in the CPE methods an input grayscale 

image	 	,ௐൈுࡵ with	 ܹ ൈ 	ܪ pixels, is divided into non–overlapping square blocks with	 ܰଶ	 pixels. 

The number of blocks ܤ	 in the image is given by 

ܤ ൌ ܮ ൈܯ, ሺ68ሻ 

and when a block ࡮ of size	 ܰ ൈ ܰ	 pixels is divided into ܵܮ ൈ 	smaller blocks of size ܮܵ ܵܰଶ for 

the sub block processing, the number of sub blocks	 	ܤܵ in the image is given by 

ܤܵ ൌ ሺܵܮ ൈ ሻܮܵ ൈ .ܤ ሺ69ሻ 

The keyspace	 कீ஼ for the GS–CPE schemes based on (68) can be derived as: 

कீ஼ ൌ ൛ࡷଵ,ீ஼, ,ଶ,ீ஼ࡷ ,ଷ,ீ஼ൟࡷ
|कீ஼| ൌ !ܤ ⋅ 8஻ ⋅ 2஻. ሺ70ሻ

 

The keyspace	 कீூ஼ for the GS–IIB–CPE can be derived as: 

कீூ஼ ൌ ൛ࡷଵ,ீூ஼, ,ଶ,ீூ஼ࡷ ,ଷ,ீூ஼ൟࡷ
|कீூ஼| ൌ !ܤ ⋅ ሺ8ௌ஻ ⋅ 8஻ሻ ⋅ 2஻. ሺ71ሻ

 

Compared to GS–CPE where an entire block is transformed, GS–IIB–CPE has larger keyspace 

because of the sub–block processing in the rotation and inversion step. 

5.4.4. DL-based TB Screening in CXR Images Analysis 

Dataset. In this study, a publicly available dataset of postero-anterior chest radiograph called 

Shenzhen (SH) China dataset [86] was used. This dataset consists of 326 chest X-ray (CXR) images 

of normal cases and 336 CXR images of TB cases along with radiologist reading. To balance the 

dataset, we have used only 326 images from each class. The dataset was split into training, validation 

and testing sets which account for 80%, 10 and 10%, respectively. In addition, the input images were 

resized with the following steps: (1) all black borders and regions on the edges of images were 

cropped and (2) the images were resized to 224 × 224 dimensions from the center. In analysis, we 

considered samples with TB as positive and healthy samples as negative classes. 
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Proposed Augmentation Method. Data augmentation significantly increases the number of 

samples, which in turn can improve the accuracy of a deep learning model [110]. It is popular in 

domains, for example, medical image processing, where the datasets available are small and it is 

difficult to acquire more data [111]. The conventional data augmentation techniques are based on 

basic image manipulations such as geometric transformations, color transformations, mixing images 

and deep learning approaches such as adversarial training, neural style transfer, and GAN data 

augmentation [112], [113]. However, when the image data is corrupted due to noise, then noise-based 

data augmentation is performed to improve robustness and generalization of DL models and to 

overcome data deficiency [112]. The data augmentation can be carried out in two ways: on the fly 

during training—online augmentation and transforming and storing data on the disk before 

training—offline augmentation [110]. The main consideration when choosing either of the 

augmentation techniques is their associated additional memory and computational requirements. The 

online augmentation can save memory at the expense of slower training time whereas offline 

augmentation can provide efficiency during training at the cost of higher storage [110].   

        

     (a)                 (b)                  (c)                  (d) 

                                    

                         (e)                 (f)                  (g) 

Figure 30. Example images of the proposed noise-based augmentation method. (a) is original 
image. (b–d) are conventional method decoded noisy images. (e–g) are proposed method decoded 
noisy images. The JPEG quality factor is set to (80, 90, 100) from left to right. The top left corners
are zoomed in every image and are shown beside them. 
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In the current study, we have proposed a new noise-based data augmentation method that takes 

advantage of distortion resulting from the JPEG compression algorithm. The data augmentation is 

carried out offline to benefit from faster training time and as the dataset size is small, the storage 

requirement incurred is manageable. For this purpose, 528 images from the dataset were encrypted 

and compressed with the JPEG quality factors 	 ܳ௙ ∈ ሼ71, 75, 80, 85, 90, 95, 100ሽ , and then the 

original images were recovered with distortions. The resulting images were combined to form a 

dataset that consists of 4130 samples uniformly distributed between the two labels. Figure 30 shows 

sample images of the proposed data augmentation.  

Proposed Model. The model used in this study is based on EfficientNet family [96], [108], 

which was selected based on their superior performance in natural images while having a low 

computational cost compared to popular CNNs such as VGGs and ResNets. Given their efficiency, 

they have been widely adopted in medical image processing domain as well [95], [105], [114]–[121]. 

The architecture of the proposed model is illustrated in Figure 31. It is based on EfficientNetV2-B0 

[108], which has better parameter efficiency and faster training speed than the EfficientNetV1 [96]. 

These are achieved by combining training-aware neural architecture search with scaling during 

development of the model [108]. The proposed model consists of three Fused-MBConv[122] in early 

layers and three MBConv in later layers. The Fused-MBConv replaces the combination of depthwise 

Conv3×3 and expansion Conv1×1 in MBConv [96], [123] with a single regular Conv3×3 in order to 

utilize modern accelerators fully. Squeeze-and-Excite (SE) blocks [124] were utilized in MBConv 

layers to perform channel-wise feature recalibration for improved representational power of the 

model. The classifier consists of a fully connected layer followed by dropout and fully connected 

layers. The proposed model can either classify an observation to be positive or negative. 
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Analysis. In this study, we considered accuracy (27), sensitivity (28), and specificity (29) 

measures to evaluate performance of the proposed classifier. First, the model was trained on cleaned 

images for comparison with existing works. Next, to show robustness of the proposed model against 

different levels of distortions resulting from compression, the model was trained on images 

compressed with various JPEG quality factors. Finally, to improve accuracy of the model on limited 

amount of available data, the model is trained using proposed augmentation method.  

Table 12 presents the accuracy of the proposed model for TB detection compared to existing 

works. Hwang et al. [125] proposed a deep CNN for TB classification, which achieved 83.7% 

accuracy without transfer learning. Pasa et al. [126] proposed a simple and fast CNN that achieved 

84.4%. The main advantage of their model is being lightweight and the use of fewer parameters than 

the state-of-the-art models; however, this simplicity comes at a cost of being not robust against 

Figure 31. Illustration of the proposed deep learning model for automatic tuberculosis
screening in chest X-ray images. The architecture is based on EfficientNetV2 model. 
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different levels of compression noise as shown by [10]. An et al. [127] proposed E-TBNet, a deep 

neural network model based on efficient channel attention mechanism for automatic detection of TB. 

The E-TBNet achieved 85.0% accuracy on SH dataset. Showkatian et al. [78] proposed CNN model 

has achieved 87.0% accuracy, which is the highest accuracy on the SH dataset among the compared 

works. In comparison with existing works, our model based on EfficientNetV2 has achieved 89.52% 

accuracy for automatic classification of CXR images as normal or TB. Note that all of the 

aforementioned methods used basic transformations such as rotation, scaling etc. only on a training 

dataset to avoid overfitting.  

In Table 12, the analysis is limited to the works that have presented their model performance 

on SH dataset without transfer learning. Otherwise, there are methods like ensemble and pre-training 

on larger dataset methods that can achieve better accuracies as summarized in Section 5.2. For 

example, Hwang et al. [125] model accuracy was improved from 83.7% to 90.3% when using transfer 

learning. Similarly, Showkatian et al. [78] compared pre-trained Exception, InceptionV3, ResNet50, 

and VGG models and their analysis showed that when using transfer learning, pre-trained Xception, 

ResNet50 and VGG16 achieved highest accuracy of 90.0%. For detailed review of ensemble and 

transfer learning methods for TB classification, please refer to [128]. 

Table 13 shows robustness of the proposed model against various levels of noise introduced 

by compression of cipher images. The accuracy of the model is shown alongside the images quality 

in terms of MS-SSIM and Perceptual Image Quality Evaluator (PIQUE) [129]. The MS-SSIM is a 

full-reference image matric that compares an input image against a reference image with no distortion. 

A full-reference matric measures the quality of a distorted image, as a human would perceive that. 

Therefore, it can be seen in Table 13 that the image quality degrades as Qf becomes smaller. On the 

other hand, PIQUE (also abbreviated as PIQE) is a no-reference image quality matric that exploits 

Table 12. Performance analysis of the proposed deep learning model in terms of classification
accuracy (%) on Shenzhen dataset with comparison of existing methods. 

[121] [122] [123] [74] Proposed 
83.7 84.4 85.0 87.0 89.52 
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local block features for measuring an image quality. PIQUE value is in the range of 0–100 and the 

score are interpreted in steps of twenties, for example, 0–20 means excellent and 81–100 means bad 

quality of an image. Despite visible noise in the images, local features are still intact as suggested by 

the PIQUE measure. It can be seen that accuracy of the proposed model on different levels of 

distortion remains closer, that is, the variance is less than 2 for original, Conventional (8 × 8) and 

proposed (2 × 2) methods and less than 3 for Conventional (4 × 4), (2 × 2) and proposed (4 × 4) 

methods. Therefore, the proposed model is robust against compression distortions. The accuracy of 

a classifier gives its total number of correct predictions; however, in medical image analysis it is 

important to judge a model by how fewer number of FN are predicted. Table 14 presents sensitivity 

and specificity analysis of the proposed model. The model was able to achieve a lower error rate 

across all distorted images.  

  

Table 13. Robustness analysis of the proposed model against different types of distortions  re
sulted by the JPEG compression of plain and cipher images. Image quality is PIQUE | MS-SSI
M, Acc is classification accuracy (%), σ2 is variance and σ is standard deviation. 

Qf 
Original 

Conventional  
(8 × 8) 

Conventional  
(4 × 4) 

Conventional  
(2 × 2) 

Proposed  
(4 × 4) 

Proposed 
 (2 × 2) 

Image  
Quality 

Acc 
Image  
Quality 

Acc 
Image  
Quality 

Acc 
Image  
Quality 

Acc 
Image  
Quality 

Acc 
Image  
Quality 

Acc 

− 43.16 | − 89.52 43.16 | − 89.52 43.16 | − 89.52 43.16 | − 89.52 43.16 | − 89.52 43.16 | − 89.52 
71 42.65 | 38.49 87.9 42.60 | 38.49 84.68 42.19 | 32.59 84.68 40.43 | 31.66 84.68 43.37 | 38.28 85.48 43.51 | 38.34 84.68 
75 42.77 | 39.21 87.1 42.77 | 39.21 86.29 42.37 | 32.81 84.68 41.18 | 32.00 84.68 43.38 | 39.05 86.29 43.41 | 39.08 84.68 
80 42.87 | 40.28 84.68 42.92 | 40.33 85.48 42.75 | 33.17 86.29 41.81 | 32.47 86.29 43.45 | 40.11 88.71 43.54 | 40.13 84.68 
85 43.12 | 41.09 86.29 42.92 | 41.11 87.9 42.83 | 33.47 85.48 42.43 | 32.92 84.68 43.44 | 40.90 87.9 43.54 | 40.90 87.1 
90 43.03 | 42.90 84.68 43.13 | 42.9 86.29 43.06 | 33.78 88.71 42.73 | 33.39 88.71 43.31 | 42.62 84.68 43.41 | 42.61 85.48 
95 43.02 | 44.04 87.9 43.07 | 44.04 84.68 43.11 | 34.03 84.68 43.06 | 33.83 84.68 43.15 | 43.86 84.68 43.14 | 43.83 87.1 
100 43.13 | 45.99 86.29 43.13 | 45.88 87.1 43.12 | 34.21 87.1 43.20 | 34.15 84.68 43.11 | 45.88 84.68 43.10 | 45.63 86.29 
σ2 0.03 | 7.37 1.82 00.04 | 7.19 1.45 0.14 | 0.37 2.35 1.06 | 0.87 2.38 0.02 | 7.44 2.75 0.03 | 6.97 1.24 
σ 0.18 | 2.71 1.35 00.20 | 2.68 1.21 0.37 | 0.61 1.53 1.03 | 0.93 1.54 0.14 | 2.73 1.66 0.19 | 2.64 1.11 
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Finally, Table 15 shows the efficiency of the proposed noise-based augmentation method for 

TB screening. W0ng et al. [130] proposed TB-Net, a self-attention deep CNN for automatic TB 

detection. Their dataset consists of 6939 CXR images collected from three different datasets. The 

TB-Net achieved 99.85% accuracy. In addition, they have also used EfficientNetB0 on the same 

dataset, and achieved 98.99% accuracy. On the other hand, our proposed model has achieved 99.77% 

classification accuracy on original images and preserved the same accuracy across different PE 

decoded images. Note that a user can compress images with different quality factors depending on 

their bandwidth requirements. Therefore, to accommodate this in our analysis, the test set was 

compressed with different quality factors and the model performance was evaluated on distorted 

images. The test accuracy presented in Table 15 is an average value across different quality factors.   

5.5. Compression Artifacts Impact on DL Model Performance and its 

Remedy 

5.5.1. Motivation 

Table 15. Performance analysis of the proposed model in-terms of specificity (SPE) and 
sensitivity (SEN). 

Qf. 
Original 

Conventional  
(8 × 8) 

Conventional 
(4 × 4) 

Conventional 
(2 × 2) 

Proposed 
(4 × 4) 

Proposed  
(2 × 2) 

SPE|SEN Acc SPE|SEN Acc SPE|SEN Acc SPE|SEN Acc SPE|SEN Acc SPE|SEN Acc 
− 0.87 | 0.92 89.52 0.87 | 0.92 89.52 0.87 | 0.92 89.52 0.87 | 0.92 89.52 0.87 | 0.92 89.52 0.87 | 0.92 89.52 
71 0.87 | 0.89 87.9 0.81 | 0.89 84.68 0.87 | 0.82 84.68 0.79 | 0.90 84.68 0.87 | 0.84 85.48 0.76 | 0.94 84.68 
75 0.84 | 0.90 87.1 0.81 | 0.92 86.29 0.81 | 0.89 84.68 0.77 | 0.92 84.68 0.81 | 0.92 86.29 0.76 | 0.94 84.68 
80 0.79 | 0.90 84.68 0.79 | 0.92 85.48 0.82 | 0.90 86.29 0.81 | 0.92 86.29 0.85 | 0.92 88.71 0.82 | 0.87 84.68 
85 0.79 | 0.94 86.29 0.87 | 0.89 87.9 0.85 | 0.85 85.48 0.84 | 0.85 84.68 0.85 | 0.90 87.9 0.81 | 0.94 87.1 
90 0.82 | 0.87 84.68 0.77 | 0.95 86.29 0.87 | 0.90 88.71 0.90 | 0.87 88.71 0.79 | 0.90 84.68 0.84 | 0.87 85.48 
95 0.85 | 0.90 87.9 0.79 | 0.90 84.68 0.85 | 0.84 84.68 0.79 | 0.90 84.68 0.84 | 0.85 84.68 0.82 | 0.92 87.1 
100 0.76 | 0.90 86.29 0.90 | 0.84 87.1 0.76 | 0.85 87.1 0.81 | 0.89 84.68 0.85 | 0.84 84.68 0.79 | 0.94 86.29 
σ2 0.17 | 0.04 1.82 0.22 | 0.11 1.45 0.15 | 0.13 2.35 0.2 | 0.07 2.38 0.08 | 0.13 2.75 0.14 | 0.09 1.24 
σ 0.04 | 0.02 1.35 0.05 | 0.03 1.21 0.04 | 0.04 1.53 0.04 | 0.03 1.54 0.03 | 0.04 1.66 0.04 | 0.03 1.11 

Table 14. Performance analysis of the proposed noise-based augmentation method. 

[126] 
Proposed Data Augmentation Method 

Original 
Conventional Proposed 

8 × 8 4 × 4 2 × 2 4 × 4 2 × 2 
99.86 99.77 99.77 99.54 99.31 99.71 99.77 
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Images are characterized by their large volume of data. Therefore, compression is often carried 

out to give them a compact representation in order to efficiently utilize the available limited 

bandwidth and storage resources. Unlike textual data, images can be compressed either in lossless or 

lossy mode. In the lossless mode, the compression is carried out in such a way that the original quality 

is ensured while the lossy mode introduces certain degradation in the image quality. The lossless 

mode offers better image quality whereas lossy mode offers better compression savings. The JPEG 

standard [21] is one of the widely used image compression standards and is available on most 

consumer devices and on the internet [131]. The JPEG algorithm was designed in the early 90s with 

human subjects in mind. Therefore, the perceptual quality in the lossy compressed images was based 

on the characteristics of human visual system (HVS). For example, HVS is more sensitive to 

brightness and low frequencies than color and high frequencies. Therefore, two images with same 

brightness but one with lower color resolution than the other will appear similar to the human. 

Though, lossy image compression provides an efficient solution to the exchange and storage of large 

volumes of image data for various applications. It is necessary to analyze its impact on a trained DL 

model. 

5.5.2. Related Work 

DL models have achieved state-of-the-art performance across various domains, especially for 

image classification tasks [7]. For an efficient model, it is necessary that the training and testing are 

performed against the data that come from the same target application distribution [110]. However, 

when the distribution is altered by distortions such as blur and noise in the images then the 

classification accuracy degrades [132]. For example, [132], [133] have shown that the DL models’ 

performance is influenced by the noise, blur, image correction and compression artifacts. In [134], 

the authors have shown that the JPEG compression is friendly to DL-based object detectors. The 

authors in [135] have studied the effects of image compression on the performance of DL models in 

the context of pathology image analysis and showed the models can preserve accuracy error under 

5% on images compressed by 85%. Similarly, the authors in [7] have shown that the JPEG distortions 
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reduce DL based tuberculosis classification accuracy by 2%. The authors in [136] have shown that 

the quantization of the color information in an image reduces the DL model accuracy by 2%. The 

most comprehensive analysis of the JPEG impact on DL based different computer vision tasks is 

carried out in [131].  

The prior works stated above mainly analyzed the impact of JPEG noise on DL performance 

while they do not provide any solution for mitigating this penalty. The only exception is [131] that 

have proposed artifact correction method to improve the model performance in applications where 

labeled data is not available. Artifact correction as a preprocessing step is able to preserve the model 

performance on uncompressed images as well. However, from the inference speed point of view any 

preprocessing is not desirable. Therefore, we propose a data augmentation strategy to enhance the 

quality of training datasets such that the model generalizes well on any future noisy images. 

Specifically, we considered the JPEG distortions to generate new images. The proposed method does 

not require artifact correction as a preprocessing step and can preserve the model performance on the 

uncompressed images. 

5.5.3. Proposed Noise-Based Augmentation Method 

Figure 32. shows the system model that we have assumed in this study. The production cycle 

of a DL model consists of two phases: development phase and deployment phase. In the first phase, 

the model is trained and validated on available images in order to learn how to solve a problem. In 

the second phase, the trained model is deployed to solve the real-world problems related to the 

domain they were previously trained on. For the DL model to perform well after deployment, it is 

necessary that the model is trained and tested against data that come from the same target application 

distribution. However, in practice this is usually not the case and there are several potential sources 

of bias such as positional, translational, lightning, color and style that can separate the training and 

testing data distributions [110]. Here, we assumed that in the development phase the available data 

is clean, and the images produced by the end devices have the JPEG artifacts. Thus, the source of 

bias for the data distribution is noise.  
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Data augmentation is one of the techniques that has been developed to avoid overfitting in DL 

models. The data augmentation methods include geometric and colorspace transformations, 

adversarial training, and neural style transfer methods, to name a few. Each of these methods is 

designed to deal with the bias that exists in the data. However, when noise is the potential bias that 

separates the distributions of the training and testing data, then the addition of noise can be one 

approach to data augmentation [112]. In this study, we proposed a data augmentation technique that 

uses the JPEG distortions to generate new images. The proposed method is called noise-cuts-noise 

approach as the noise is used for image augmentation to make the DL models robust against the noise. 

In the JPEG algorithm, the information loss is resulted from the quantization (Q) forward and 

inverse functions. The two transformation functions, that is, colorspace conversion function (C) and 

DCT function (D) are lossless in nature; however, when their values are rounded or truncated then 

certain information is lost. For an image ܫ, its JPEG compressed image ܫ௖ without the chroma-

subsampling can be defined as: 

௖ܫ ൌ ൣܳ൫ܦ൫ܥ௒஼௕஼௥ሺܫሻ൯, ݂ܳ൯൧, ሺ72ሻ 

 

Figure 32. An illustration of the system model describing the production cycle of DL models. 
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and ܫ௖ can be decompressed to obtain ܫௗ as 

ௗܫ ൌ ቂൣܥோீ஻൫ൣିܦଵ൫ܳିଵሺܫ௖, ݂ܳሻ൯൧൯൧ห଴
ଶହହ

, ሺ73ሻ 

where, [.] and [.| rounds and truncates the values to a valid range in the spatial domain, respectively. 

For a given dataset, the JPEG noisy images using (3) and (4) can be generated as shown in Figure 

33.   

For the proposed augmentation method, a set is specified whose elements consists of ݂ܳ 

range, along with their probabilities ܲሺ݂ܳሻ and a factor ܵ that determines the augmented dataset 

size. In order to avoid a mismatch between training and the validation datasets, the JPEG noise can 

be generated in the validation images. In this case, the factor ܵ should always be equal to 1. As 

mentioned earlier, that the end devices produce distorted images; therefore, the holdout test dataset 

is compressed with each value in the specified ݂ܳ	 range. For the augmentation, instead of using the 

whole range of ݂ܳ	 values, a specific compression level can be chosen for example, high 

compression (ܳ ு݂), moderate compression (ܳ ெ݂) and light compression (ܳ ௅݂). 

5.5.4. Simulation Results and Analysis 

In our experiments, we chose ݂ܳ	 in the range of ሾ25,100ሿ and assumed ݂ܳ	 value in range 

ሾ25,45ሿ  as ܳ ு݂ , range ሾ50,70ሿ  as ܳ ெ݂  and range ሾ75,100ሿ  as ܳ ௅݂  compression levels. 

Throughout our analysis, the images were compressed before any pre-processing required by the 

model. For the evaluation, the images were always compressed at each ݂ܳ value in steps of 5 in the 

 

Figure 33. The parameters specification for the proposed noise-based image augmentation 
method.  The element ∅ means that no distortion is applied to the images, Qf is the JPEG quality 
factor, Qfx is the compression level and S determines the size of a dataset. 

Train Valid Test
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specified range. The rest of the parameters are summarized in Table 16.  

For baseline methods, we evaluated the models with two naïve approaches namely, Setup 1 

and Setup 2. In Setup 1, the model was trained and tested on noisy images. Here, we assumed that 

distorted images were available during training. In Setup 2, the model was trained on mixed images, 

that is, the images in the training set were compressed with different JPEG quality factors. 

Specifically, mixed of compressed and never compressed images (Setup 2 (a)) and mixed of only 

compressed images (Setup 2 (b)) were considered. All the images in the dataset were unique and the 

݂ܳ	 values were chosen uniformly for compression.  

For the proposed data augmentation method, we considered three different configurations. 1) 

Setup 3: the dataset size is increased from ܰ  to 2ܰ  and ݂ܳ  for compression were chosen 

uniformly from a specified range. 2) Setup 4: the dataset size is increased from ܰ to 3ܰ by using 

the best augmentation method obtained in Setup 3. Here, ܲሺܳ ଶ݂ହሻ, the probability of choosing ܳ ଶ݂ହ 

was 0.5. In both setups, the images were compressed with ݂ܳ values in steps of 5 in the given range. 

3) Setup 5: The ݂ܳ values were chosen in steps of 10 for the best augmentation method obtained in 

Setup 3. 

Table 16. Different configurations used during the analysis. 

Training Pseudonym Qf range Step size S ܲሺ݂ܳሻ Validation images 

Naïve methods 

Setup 1 [25,100] 5 - - Noisy 

Setup 2 (a) [25,100] 5 - Uniform Clean 

Setup 2 (b) [25,100] 5 - Uniform Clean 

Pr
op

os
ed

 a
ug

m
en

ta
tio

n 
m

et
ho

d 

Setup 3 (a) [25,95] 5 2 Uniform Clean 

Setup 3 (b) [25,60 5 2 Uniform Clean 

Setup 3 (c) {25} - 2 - Clean 

Setup 4 (a) [25,60] 5 2 Uniform Clean 

Setup 4 (b) [25,60] 5 3 ܲሺ25ሻ ൌ 0.5 Clean 

Setup 4 (c) [25,60] 5 3 ܲሺ25ሻ ൌ 0.5 Noisy 

Setup 4 (d) [25,60] 5 3 ܲሺ25ሻ ൌ 0.5 Mixed 

Setup 5 (a) [25,55] 10 2 Uniform Clean 

Setup 5 (b) [25,55] 10 2 Uniform Noisy 

Setup 5 (c) [25,55] 10 2 Uniform Mixed 
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5.5.4.1. Deep Learning Robustness Analysis 

In this section, we first present our analysis on natural images classification and establish 

optimal configurations for the proposed noise-based data augmentation method. To show the benefits 

of the proposed method, the feature space analysis is conducted using t-Distributed Stochastic 

Neighbor Embedding (t-SNE) [137] visualization. Finally, as an application of the proposed method, 

we design a case study of medical image analysis for multi-label classification task. In both cases, 

we have used EfficientNetV2-B0 [108] with the parameters suggested in [7] as our classification 

model.  

5.5.4.1.1. Natural Images Classification Analysis:  

For this purpose, we have used the CIFAR10 dataset [138], which consists of 50K training 

and 10K testing images. We have used the test set as a holdout subset to calculate a final estimate of 

the DL model’s performance. From the training set, 10K images were used for the model validation.  

When the model is trained and validated on original images without any JPEG distortions, it 

achieved the classification accuracy of 88% on the test set. The trained model’s performance was 

then evaluated on distorted images as shown in Figure 34 (the Reference graph). When the model is 

trained only on clean images then its performance significantly degraded on distorted images 

especially on highly and moderately compressed images. In other words, the model did not generalize 

well and is not robust against the JPEG defects. To improve the model generalization, we first 

analyzed the naïve approaches. When the model is trained on noisy images (Setup 1) and evaluated 

on the corresponding noisy test images, then a performance improvement can be observed. The 

improvements are mainly in highly and moderately compressed images while no significant 

improvements have been achieved on the lightly compressed images. Next, when the model is trained 

on mixed images (Setup 2), its performance has improved on the highly and moderately compressed 

images; however, the accuracy on lightly images suffered. Including the original images in the mix 

(Setup 2 (a)) has no significant gain in the model performance compared to Setup 2 (b). For the 

proposed method, we performed the following three analysis.  
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Optimal ࢌࡽ  range analysis. For the first configuration of the proposed augmentation 

method (Setup 3), the training set size was increased from ܰ to 2ܰ, and the augmented images 

were obtained by compressing the original images. The ݂ܳ  values for the compression were 

selected uniformly from different ranges. For example, in Setup 3 (a) the images were compressed 

with ݂ܳ  values belonging to all compression levels, that is 	 ሾ25,95ሿ . With the proposed 

augmentation method, the model was able to achieve better accuracy on highly and moderately 

compressed images while preserving the same accuracy on lightly compressed images as Figure 34 

 

(a)                         (b) 

 

(c)                         (d) 

Figure 34. The DL model performance with naïve training and proposed augmentation method
on the JPEG distorted CIFAR-10 dataset. The reference curve was obtained by training the model
on clean images and testing on distorted images. The naïve methods performance is compared in (a)
and the proposed method is compared in (b)–(d). 
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(b). Since our goal is to improve the model performance in the low bitrate regions, next we considered 

compression levels correspond to high and moderate levels only. For example, in Setup 3 (b), the 

݂ܳ range is ሾ25,60ሿ while follows the same configuration as Setup 3 (a). The model performance 

further improved across all ݂ܳ values. Inspired by this improvement, in Setup 3 (c) a single value 

݂ܳ ൌ 25	 is used for augmentation. On the heavily compressed images, the model performance 

further improved compared to Setup 3 (a), but no improvement has been achieved compared to Setup 

3 (b). In addition, the model performance suffered on the lightly compressed images. Among the 

different augmentation settings analyzed in Setup 3, Setup 3 (b) performed better. Therefore, next 

we considered increasing the dataset size under Setup 3 (b) configuration to improve the model 

performance further.  

Optimal dataset size analysis. For the second configuration of the proposed augmentation 

method (Setup 4), the augmented images were obtained using Setup 3 (b). Specifically, the training 

set size was increased from ܰ to 3ܰ in such a way that ܰ were the original images, ܰ images 

were augmented with ݂ܳ ൌ 25	 and ܰ  images were augmented with ݂ܳ  selected from the 

range	 ሾ30,60ሿ. As a result, Setup 4 uses non-uniform probability to choose a ݂ܳ value from the 

specified range. The probability	 ܲሺܳ ଶ݂ହሻ ൌ 0.5	 is inspired from the Setup 3 (c) analysis. In addition, 

we also considered using a mix of clean and noisy images for the validation dataset to avoid the 

mismatch between the training and validation data distributions. This is achieved by replacing the 

original images with uniform probability in the validation set by compressed images. The images 

were compressed with each value of ݂ܳ in the range specified for the training set. For test images 

compressed at ݂ܳ ൌ 25, the accuracy difference further reduced by 1% in Setup 4 (b) and (d) 

compared to Setup 3 (b) as shown in Figure 34. (c). However, for different compression levels, Setup 

3 (b) has better performance than Setup 4 (b) – (d). Therefore, we select Setup 3 (b) in our next 

analysis. In addition, when using only clean images (Setup 4 (b)) or mix of clean and noisy images 

(Setup 4 (d)) are better than using only noisy images for the validation. 

Optimal step size analysis. The optimal ݂ܳ range and dataset size are obtained in Setup 3 
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and Setup 4, respectively. Finally, we analyzed the optimal step size to choose ݂ܳ values in a given 

range for augmentation. For the third configuration analysis of the proposed augmentation method 

(Setup 5), the images were augmented using Setup 3 (b) and the dataset size was increased from ܰ 

to 2ܰ. Instead of step size equal to 5 as in Setup 3 (b), this time it is set to 10. The reason is that an 

image compressed with values that are nearby in the ݂ܳ  range have similar quality; therefore, 

increasing the step size will generate images of varying qualities. Setup 5 (a)–(c) have differences in 

their validation sets. The analysis showed that the model performance is significantly improved 

across all levels of compression as shown in Figure 34 (d). In addition, it can be observed that 

changing the distribution of the validation set has a negligible impact on the performance gain.  

Feature space analysis. To show the advantage of using the proposed augmentation method 

during training, we calculate 2-dimensional t-SNE feature embeddings from the layer prior to 

SoftMax non-linearity in the model. Figure 35. plots the embeddings to analyze the effect of the 

JPEG noise on the trained model. The embeddings separations produced by the model trained without 

and with the proposed noise-based augmentation method are shown in Figure 35 (a) and (b), 

respectively. It can be seen that the proposed method provides noticeably better separation between 

the CIFAR-10 classes, resulting in better classification performance.  

          

(a)                         (b) 

Figure 35. Feature space analysis   using 2D t-SNE visualization of the embeddings obtained 
from (a) based model and (b) model trained with the proposed augmentation method. Each color of
the dots represents the CIFAR-10 classes. The images were compressed with the JPEG algorithm
for Qf=25. 
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5.5.4.1.2. Case Study – Chest X-ray images classification: 

As an application of the proposed method, we have considered multi-label CXR images 

classification task. For this purpose, we have used the TBX11K dataset [139] that consists of CXR 

images collected from 4 publicly available CXR images datasets. The dataset has samples belonging 

to three labels: healthy, sick and tuberculosis. To balance the dataset, we have chosen a total of 2,400 

images, that is 800 images per class. The dataset was initially split into 90% for training and 10% for 

testing. From the training set, 20% of the images were used for the model validation. The original 

images are of 512512 resolution, which we have resized to 224224 to meet the model input size 

requirement. For visual analysis of the distortions resulting from the JPEG compression, Figure 36 

shows compressed images examples. The compression was carried out with different JPEG quality 

factors and quantization tables. From the visual appearance of the images, it can be seen that the 

JPEG defects become more visible with smaller ݂ܳ	 values. In addition, when the standard 

luminance table is used instead of the standard chrominance table during quantization, then the 

images are recovered with better quality. To quantify the degradation of image quality, Figure 37. 

plots MS-SSIM value for each quality factor.  

  

    

          

                                 (a)          (b)         (c) 

Figure 36. Example images of the JPEG compressed dataset.   (a) is original image. (b) – (c) 
are compressed with Qf={100, 50, 25}, respectively. The luminance and chrominance standard
tables are used in first and second rows, respectively. 
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The model was first trained and validated on clean images, which was then evaluated on the 

clean holdout set. To analyze the model robustness against the JPEG distortion for the CXR image 

classification task, the model performance was evaluated on the compressed test set. For grayscale 

images compression, either of the JPEG standard quantization tables can be used. Therefore, the test 

set was compressed with both tables and the DL performance was compared on them. 

Image resolution analysis. The analysis presented in Section 5.5.4.1.1. was performed on 

images with smaller resolution that is, 3232. However, with higher resolution images a DL model 

performance improves and generalizes well. The dataset we have used for our case study consists of 

images with higher resolution 512512, as described earlier. Therefore, we have experimented with 

different image resolutions as in Figure 38 and 39. For example, the images were resized to 3232, 

6464, 128128 and 224224 sizes. When the full resolution images were used, then the trained 

model is robust against the JPEG distortions for both quantization tables across all the ݂ܳ values. 

However, when the resolution of the images is reduced to 128128 and 6464, then the model 

performance varies by ±1.5%. For the smallest images resolution (3232), the difference in accuracy 

increased by 5% and 26% at maximum for luminance and chrominance tables, respectively. The 

analysis presented so far is for the model performance without our proposed augmentation method. 

Next, we trained the model with the proposed augmentation configuration that performed well for 

 

Figure 37. The image quality comparison in terms of MS-SSIM score   between the JPEG 
compressed images using luminance (L_Table) and chrominance (C_Table) quantization
tables. 
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the natural images classification that is, Setup 5 (a). For the full resolution images though, there was 

no performance gap and the model generalized well on the distorted images, with the proposed 

augmentation method the model performance further improved by 2%. For images resolution 

128128 and 6464, there is no significant difference in the model performance. However, for 

smaller images, where the difference in accuracy was drastically degraded (specifically for the highly 

compressed images), with the proposed augmentation method, the error is reduced to only 2% and 

3% for images compressed with the luminance and chrominance quantization tables, respectively. 

  

       

 (a)                                (b) 

       

(c)                                (d) 

Figure 38. The DL model performance with the proposed augmentation method (setup 5a) on
the JPEG distorted TBX11K dataset for different images resolutions.   The reference curve 
was obtained by training the model on clean images and testing on distorted images. Images
resolutions used are {224×224,128×128, 64×64, 32×32} in (a) – (b), respectively. Images were 
compressed using the standard luminance quantization table. 

-2.5

-2

-1.5

-1

-0.5

0

A
cc

ur
ac

y 
di

ff
er

en
ce

 (
%

)

JPEG quality factor

Setup 5a_L_T
Setup 5a_C_T
Reference

-1

-0.5

0

0.5

1

1.5

A
cc

ur
ac

y 
di

ff
er

en
ce

 (
%

)

JPEG quality factor

Setup 5a_L_T
Setup 5a_C_T
Reference

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

A
cc

ur
ac

y 
di

ff
er

en
ce

 (
%

)

JPEG quality factor

Setup 5a_L_T
Setup 5a_C_T
Reference

-2

-1

0

1

2

3

4

5

6

A
cc

ur
ac

y 
di

ff
er

en
ce

 (
%

)

JPEG quality factor

Setup 5a_L_T
Setup 5a_C_T
Reference



- 130 - 

 

 

Noise level analysis. For the grayscale image compression, either the luminance or 

chrominance tables specified in the JPEG standard can be used, as mentioned earlier. The luminance 

quantization table is designed to preserve more details and better quality of an image than the 

chrominance quantization table. In other words, compressing the images with different quantization 

tables results in different types of distortions. Since the proposed method takes advantage of the 

JPEG defects to make the model robust against the noise. Therefore, it is necessary to find the optimal 

noise level. For example, in the analysis presented in Figure 38, it can be seen that when the training 

       

(a)                                (b) 

       

(c)                                (d) 

Figure 39. The DL model performance with the proposed augmentation method (setup 5a) on
the JPEG distorted TBX11K dataset for different images resolutions.   The reference curve 
was obtained by training the model on clean images and testing on distorted images. Images
resolutions used are {224×224,128×128, 64×64, 32×32} in (a) – (b), respectively. Images were 
compressed using the standard chrominance quantization table. 
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set was augmented using the luminance table then there is not a significant gain in the accuracy 

difference for the smaller resolution images (Figure 38. (b)–(d)). To gain performance efficiency, we 

alternate the quantization tables used for data augmentation and compression of the test set. In the 

first case (Setup 5b-C_T in Figure 38. (a) – (d), the model was trained on images augmented using 

the chrominance table which was then evaluated on test set that was compressed with the luminance 

table. A significant improvement can be observed in the model performance particularly for the 

smaller resolution images. For the completeness purpose, we have also analyzed when the model 

was trained on augmented images generated from the luminance table and tested on the images 

compressed with the chrominance table (Setup 5b-L_T in Figure 39. (a)–(d)). However, no 

performance improvement was achieved. Based on these analyses, it can be proposed that to make 

DL robust against the JPEG distortions, it is necessary to use chrominance table during augmentation. 

Recommendations. Given the importance of medical image analysis for disease diagnosis, 

our results presented in Figure 38 and 39. suggest that: 1) the model can generalize well (that is robust 

against the JPEG distortions), when trained with higher resolution images. 2) The proposed noise-

based augmentation method can be exploited to further improve the model’s performance. 3) The 

chrominance quantization table can be used to achieve higher bitrate savings. 4) When the available 

images are of smaller resolution, then the DL model can highly benefit from the proposed method, 

mainly when the augmentation is done with very noisy images (that is, using the chrominance table 

for compression). 

5.6. Chapter Summary 

We extended the applications of block-based perceptual encryption (PE) methods to grayscale 

image processing in medical image analysis domain. Experimental results showed that the proposed 

scheme (IIB-CPE) is suitable to avail healthcare cloud services for medical image analysis. The 

compression was performed in lossy mode and distortion in recovered images has no effect on 

performance of the proposed deep learning (DL) model for tuberculosis (TB) screening in chest X-

ray images. In addition, we proposed a new noise-based data augmentation method that takes 
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advantage of distortion that resulted from the JPEG compression algorithm to improve robustness 

and generalization of the proposed DL model on smaller dataset. 
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VI. PERCEPTUAL ENCRYPTION-BASED PRIVACY-
PRESERVING DEEP LEARNING APPLICATIONS 

 

6.1. Privacy-Preserving Face Recognition Scheme 

6.1.1. Motivation 

This work presents privacy-preserving surveillance system for smart cities based on 

perceptual encryption algorithm (PE). The encryption is block-based and provides a necessary level 

of security while preserving intrinsic properties of an image necessary for compression. Unlike 

existing PE methods, the proposed method retains color information, thus can enable processing in 

encryption domain. The analysis shows that our method achieves the same compression performance 

as existing methods while providing better security. In addition, we have performed face recognition 

on the encrypted images and demonstrated that the proposed method delivers the same recognition 

accuracy as that of the plain images. 

6.1.2. Introduction 

Video surveillance is one of the main building blocks of smart cities, which provides safer 

communities and efficient city operations. However, the convenience comes at the cost of 

relinquishing personal data and privacy. Given the large volume of data, cloud-based storage is 

emerging as a cost effective and efficient solution. In addition, the data is often outsourced to third-

party computational resource providers for performing several computer vision tasks such as action 

and activity recognition, people counting, age and gender estimation, fire and smoke detection and 

vehicle detection [140]. The data collected by the surveillance system often consists of privacy 

sensitive data that can be exploited to recognize an individual. Therefore, it is important to keep the 

citizens data secure while providing them with the facilities. When transmitting data over unprotected 

public channels, the traditional encryption algorithms can be used for the protection of multimedia 

data. However, when the goal is to enable other requirements like low computational complexity, 
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format compliancy and processing in the encryption domain then the number theory-based 

encryption algorithms are not adequate. On the other hand, for privacy-preserving techniques like 

federating learning, differential privacy, and homomorphic encryption, there is a privacy and model 

accuracy tradeoff [141], [142]. Therefore, to solve these problems a new class of encryption 

techniques is emerging for protecting image data called perceptual encryption algorithms. 

6.1.3. Related Work 

The perceptual encryption (PE) algorithms have simple computational steps that protect the 

human perceivable information while retaining the intrinsic properties of images to enable several 

applications. The algorithms are block based and perform four steps: block permutation, block 

rotation and inversion, and pixel level negative and positive transformation. The main advantage of 

the methods is that the encrypted images are JPEG compressible and are referred to as encryption-

then-compression (EtC) methods. The applications of EtC schemes have been extended to social 

networking services and cloud-based photo storage [37], [38], image retrieval systems [64] and for 

protecting medical images [10]. Several studies have improved the encryption as well as compression 

performance of the EtC schemes. For example, [65] proposed color image based EtC system (Color-

EtC) with an additional step to permute the blocks in the color channels for improved encryption 

efficiency. However, the scheme has a limitation on the block size. The smallest block size that can 

be used is 1616 in order to avoid block distortion in the recovered image. Therefore, [37] proposed 

to represent the input image as grayscale image by combining the color channels along the horizontal 

or vertical direction. Such representation allows using a smaller block size of 88 and can improve 

the encryption efficiency. However, the grayscale image based EtC does not consider JPEG color 

subsampling. An alternative grayscale image based EtC is proposed in [38], which can enable color 

subsampling by using YCbCr color space. 

The grayscale EtC methods (GS-EtC) have improved encryption efficiency; however, the lack 

of color information limits their applications. In this paper, we proposed an efficient PE method that 

uses different keys for each color channel in rotation-inversion, and negative-positive transformation 
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steps. Thus, it improves encryption efficiency of the existing methods without compromising their 

compression savings. In addition, the presence of color information in the encrypted images makes 

them suitable for privacy-preserving machine learning (ML) tasks. Color is crucial for face 

recognition tasks and improves performance of an algorithm significantly [143]. As an application 

of the proposed method, we have implemented ML based face recognition for color images in the 

encryption domain as opposed to [144] which is only applicable to grayscale images. The main 

advantage of the proposed method is that privacy sensitive images do not require to be exposed to 

the third-party cloud owners for storage and/or computation. The proposed PE algorithm can be 

integrated as a component of the surveillance system used in smart cities.  

6.1.4. Proposed Method 

6.1.4.1. PE Method 

The proposed method is a block-based perceptual encryption (PE) algorithm that makes an 

image difficult to recognize visually. Figure 40. shows a high-level illustration of the proposed 

method encryption and decryption processes. The proposed method consists of the following steps: 

Step 1. Input image representation.  

The proposed method represents an input image as a true color image in order to preserve 

 

Figure 40. Proposed block-based perceptual encryption method. 
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color and spatial information of the image. 

Step 2. Block-based transformations 

 Divide an image with WൈH pixels into blocks, each with ܤ୵ ൈ  ୦  pixels, and permuteܤ

the divided blocks by using a randomly generated secret key	  ଵ. The same permutation keyܭ

is used in each color channel, which is important to preserve the same spatial information in 

each color channel. 

 Randomly rotate and invert each block by using a key	  ଶ where each entry represents aܭ

different combination of rotation and inversion. The key	 ଶܭ ∈ ሼܭଶ
ோ, ଶܭ

ீ, ଶܭ
஻ሽ for the color 

channels red (R), green (G), and blue (B), where	 ଶܭ
ோ ് ଶܭ

ீ ് ଶܭ
஻.  

 Randomly apply negative-positive transformation to each block by using a uniformly 

distributed key	 	ଷܭ as in (1). The key	 ଷܭ ∈ ሼܭଷ
ோ, ଷܭ

ீ, ଷܭ
஻ሽ for the color channels red (R), 

green (G), and blue (B), where	 ଷܭ
ோ ് ଷܭ

ீ ് ଷܭ
஻. 

 Shuffle the blocks in the three channels randomly by key 	 	ସܭ where the key elements 

represent a permutation of the channels. 

Step 3. The encrypted image obtained in the last step can be compressed by the JPEG standard in the 

RGB or YCbCr mode. The original image can be recovered by performing the above steps in reverse 

order with the same keys. 

The conventional color PE method [65] uses the same key for each color channel in the second 

and third steps while the proposed method uses different keys for each color channel in the same 

steps, and thus improves the encryption efficiency. On the other hand, the conventional grayscale PE 

method improves the security efficiency of the algorithm. However, lack of color information and 

disoriented spatial information limit their applications. Since the proposed method represents an 

input image in color and preserves almost the same spatial information in each color component; 

therefore, overcomes limitations of exiting PE methods. 

6.1.4.2. ML-based Face Recognition 
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Support vector machines (SVMs) [145] are a type of supervised machine learning (ML) 

algorithms for discriminative classification, which finds a line in two dimension or manifold in 

multiple dimension data to separate classes from each other. In general, there exist several separators 

to differentiate between the classes, which makes it difficult to choose the best fit. Instead of making 

a zero-width line as a decision boundary, we can draw a margin of some width on both sides of each 

line up to the nearest data point. SVMs choose a line that maximizes the margin, as an optimal model. 

The points that touch the margin are called support vectors. When fitting the model, loss function is 

computed based on the support vectors and any points beyond the margins do not modify the fit. In 

addition, for faster computation, instead of fitting the model on the original images, they can be 

treated as a vector in a high-dimensional space to derive a lower dimensional representation. One 

example of the method is called principal component analysis (PCA). The PCA is an unsupervised 

algorithm that describes a dataset by finding a list of principal components, which are strictly 

eigenvectors, and are often called eigenfaces [146] when used for face recognition.  

6.1.5. Privacy-Preserving Face Recognition Analysis 

For privacy-preserving face recognition task, we have implemented support vector machines 

(SVMs) as discussed in Section 6.1.4.2. In the experiment, we chose people with at least 70 images 

from the LFW dataset. As a result, we have 7 different classes and 1,288 images in total. The images 

were resized to 12088 pixels in order to avoid padding required to fit the block size (i.e., 8) of the 

encryption algorithm. For training, 75% of the images were used. In addition, for the dimensionality 

reduction, we have used randomized principal component analysis (PCA) instead of standard PCA 

for its faster computation. When using PCA for dimensionality reduction, only the largest principal 

components that represent the maximal data variance are preserved and the rest are zeroed out. The 

number of components needed for describing the data can be determined by the cumulative explained 

variance ratio as a function of the principal components number as shown in Figure 41. shows some 

example principal components (also called eigenfaces) for the plain dataset, EtC encrypted dataset 

and PE encrypted dataset. The first few eigenfaces show the angle of lighting on the face and the 
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latter corresponds to more details of the face. In experiments, principal components ࡺ ൌ

ሺ500,250,150,100ሻ have been used for face recognition, which accounts for 99%, 96%, 92% and 

89% of the variance, respectively. Figure 42. gives classification accuracy on the test dataset and the 

training time required for each value of ࡺ. The training time increases as the number of components 

increases. The accuracy of SVM for face recognition on plain and encrypted images remains the 

same with a negligible difference. The best accuracy is achieved with only using 92% variance with 

acceptable time. To get a better understanding of the trained estimator for	 ࡺ ൌ 150	 components, 

Figure 43. shows confusion matrices, which gives the labels that are likely to be missed by the 

estimator.   

  

 

Figure 42. Face recognition accuracy for different methods by varying the number of
eigenfaces. 
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Figure 41. Number of components required to represent the variance of LFW dataset. 
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6.1.6. Summary 

In this work, we proposed block-based perceptual encryption algorithm for secure image data 

transmission and storage. The encryption is carried out in such a way that the cipher image retains 

intrinsic properties of the original image. Thereby, can enable computation in the encryption domain. 

The main advantage of the proposed method is that it retains color information, which makes it 

suitable for privacy-preserving machine learning (ML). As an application, we have implemented face 

recognition for privacy-preserving surveillance that can be used in smart cities. The analysis shows 

that the encryption has no effect on the algorithm accuracy.  

6.2. Privacy-Preserving Image Classification 

In contrast to the centralized paradigm, a decentralized system (e.g., Federated learning (FL) 

[147] where algorithm is distributed instead of data gathering) relying on the principle of remote 

executions and distributed data storage provides an infrastructural approach to security and 

confidentiality [148]. However, a decentralized system does not fully guarantee privacy. For example, 

a lack of encryption puts the data and algorithm parameters at risk of being stolen or tampered with, 

and reconstruction of data from the model weights is also possible [141]. In addition, a limited 

computational capacity or a small amount of data at a node may affect the quality of the results [141]. 

     

                      (a)               (b)                (c) 

Figure 43. Confusion matrices of SVM predictions on plain images   (a), EtC encrypted images 
(b) and proposed encrypted images (c). The labels are the name initials where AS: Ariel Sharon; CP:
Colin Powel; DR: Donald Rumsfeld; GB: George W. Bush; GS: Gerhard Schroeder; HC: Hugo 
Chavez; TB: Tony Blair. 
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In this regard, data manipulation techniques, such as differential privacy (DP) [149] and secure 

aggregation techniques such as homomorphic encryption (HE) [150], can provide security in FL. 

However, DP can degrade the data and may reduce the accuracy of the model, especially in domains 

with limited data, for example, medical imaging [141]. The main challenge in implementing HE is 

the computational cost and requirement of a specifically designed algorithm to enable computation 

in the encryption domain [141]. Similarly, secure multiparty computation (SMPC) [151] has the 

disadvantage of communication overhead.  

As an application of the IIB–CPE scheme, we propose an end–to–end image communication 

system for privacy–preserving deep learning–based image classification. The proposed system 

considers a secure and efficient transmission of images to a remote location, thereby end–to–end, 

and enables classification in the encryption domain without the need for decryption, thereby privacy–

preserving deep learning. For this purpose we performed two sets of experiments. First, we analyzed 

the suitability of the proposed extensions of block-based PE methods for PPDL applications. Next, 

we chose the best performing method from these extensions and compare it with the existing methods. 

For privacy-preserving classification analysis, we have implemented the PyramidNet model 

proposed in [152]. The model was 110 layers in depth with a widening factor of =270. The 

ShakeDrop regularization [153] was utilized for better performance. The model was trained for 200 

epochs using Stochastic Gradient Descent (SGD) with the Nesterov accelerated gradient and 

momentum method. The momentum of 0.9, weight decay of 0.0001 and batch size of 512 were used 

during training. The initial learning rate was set to 0.1, which was then decayed by a factor of 0.1 at 

75, 110 and 150 epochs. The dataset used was Cifar10 dataset [138], which consists of 50K and 10K 

training and test images. The images were uniformly distributed among 10 classes. During training, 

random crop and flip were used as augmentation methods. Table 17 summarizes the test accuracy of 

the model on the PE cipher images. The model has achieved better accuracy on BPE and EBPE–5 

cipher images as they preserves image local contents on a larger block size. The accuracy drop is 

only 3.5% as compared to the model tested on plain images. Among the other extended BPE methods, 
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EBPE 1–3 have a negligible difference in their performance. However, they resulted in additional 

2.5% drop in the test accuracy. The most secure EBPE–4 has drastically reduced accuracy of the 

model. Based on this analysis, we chose EBPE–5 (or IIB–CPE) as our PE scheme for PPDL-based 

classification and compare it with the existing PE methods.   

We used the same PyramidNet [152] model of 110 layers in depth and a widening factor of  

= 270 with ShakeDrop regularization [153] as in the previous experiments, however, with different 

training parameters. The model was trained for 300 epochs using Stochastic Gradient Descent (GSD) 

with the Nesterov accelerated gradient and momentum method. The momentum of 0.9, weight decay 

of 0.0001 and batch size of 128 were used during training. The initial learning rates were set to 0.1 

for CIFAR10 and 0.5 for CIFAR100 datasets, which were then decayed by a factor of 0.1 at 150 and 

225 epochs. Figure 44 summarizes the classification accuracy of PPDL models. The learnable PE 

algorithms LE and PBE have the closest accuracy to plain images; however, they are vulnerable to 

chosen–plaintext attacks, as demonstrated by [154]. ELE, the most secure PE algorithm, degrades 

classification accuracy. Among the learnable PE methods, chaos–based SPBE has preserved the 

classification accuracy of plain images while providing a necessary level of security. However, like 

any other learnable PE method, they do not provide compression savings. In contrast, for 

compressible PE algorithms, Color–EtC (16 × 16) has the highest accuracy, but its smaller keyspace 

and larger block size may compromise system security. However, its variant Color–EtC (4 × 4) and 

conventional GS–EtC (8 × 8) have improved security, but their classification accuracy is reduced, 

along with compression savings. For the proposed method, when the sub–block size is 8×8, a 

Table 17. Privacy-preserving image classification analysis of the DL model in terms of 
accuracy (%). 

Methods Test 

Baseline 
Original 96.30 
BPE [61] 92.74 

Proposed 

EPBE–1 89.04 
EPBE–2 89.33 
EPBE–3 90.16 
EPBE–4 77.85 
EPBE–5 92.49 
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comparable classification accuracy can be achieved while preserving the compression savings and 

improving the security of the conventional EtC schemes. Furthermore, for smaller block sizes, there 

was a slight reduction in the accuracy of the DL model, but improved security strength. 

In Figure 44, the same model and datasets were used for all of the PE methods for fair 

comparison. In the literature, Color–EtC cipher images were used with two isotropic networks to 

enable privacy–preserving classification. In their analysis, best accuracy of 87.89% and 92.76% were 

achieved on the CIFAR 10 dataset for vision transformer (ViT–16) [155] and ConvMixer [156], 

respectively. For the same encryption method (Color–EtC (16 × 16)), our PPDL model has achieved 

almost 6% and 1% better accuracy than ViT and ConvMixer, respectively. However, the main 

advantage of using ConvMixer is the smaller number of parameters than the proposed method. On 

the other hand, when the images were encrypted with the proposed IIB–CPE method, then the 

achieved accuracy is up to 5% better than ViT model and almost 2% less than ConvMixer across 

different smaller block sizes. As mentioned earlier that the use of larger block size makes the Color–

EtC method vulnerable to the COA attack. Therefore, the IIB–CPE based PPDL has a main 

advantage of better security.   

 

Figure 44. Classification accuracy (%) of the deep learning model in the encryption domain 
on CIFAR10 and CIFAR100 datasets. 
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6.3. Privacy-Preserving COVID-19 Detection in Chest X-Ray Images 

6.3.1. Motivation 

The widespread adoption of deep learning (DL) solutions in the healthcare organizations is 

obstructed by their compute intensive nature and dependability on massive datasets. In this regard, 

cloud–services such as cloud storage and computational resources are emerging as an effective 

solution. However, when the image data are outsourced to avail such services, there is a privacy 

concern that the data should be kept protected not only during transmission but during computations 

as well. To meet these requirements, this study proposed a privacy-preserving DL (PPDL) scheme 

based on IIB-CPE that can enable computations without the need of decryption. The encryption is 

based on perceptual encryption (PE) that only hides the perceivable information in an image while 

preserves other characteristics that are necessary for DL computations. Precisely, we have 

implemented a binary classifier based on EfficientNetV2 for the COVID-19 screening in the chest 

X-ray (CXR) images. For the PE algorithm, the suitability of two pixel-based and two block-based 

PE methods was analyzed. 

6.3.2. Introduction 

The automatic computer aided medical diagnosis (CAD) systems have emerged in the 

healthcare sector to assist clinicians and doctors by speeding up a disease diagnosis with improved 

accuracy. This progress is primarily due to the success of Machine Learning (ML) in different fields 

of the computer vision [7]. Particularly, a ML subfield called Deep Learning, has achieved the state-

of-the-art accuracy for the classification of images [78]. However, there are two main challenges 

when implementing DL based solutions. First, DL algorithms are characterized as compute-intensive 

tasks, and training them requires high computational resources. Second, training models for a 

particular task requires a large amount of sample data, which in some domains, for example, in the 

field of medical image analysis, is expensive and difficult to acquire. In the first case, a healthcare 

organization can access the latest technology by availing third-party provided cloud-computing 
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resources to speed-up models training and allow them to scale in a cost effective way [7], [79]. To 

overcome the data deficiency issue, an organization can take advantage of a community cloud, where 

services are shared to achieve a common goal. For example, for joint projects and collaborations 

among the organizations, cloud-storage services can be utilized as a centralized data repository 

shared among them [7]. Nonetheless, when the data are exchanged for cloud services, there is a 

security concern [1]. One solution is to encrypt the data before transmission. The full encryption 

algorithms based on the number theory and chaos theory are the most secure choices for protecting 

image data. However, decryption of the cipher images is required in order to realize computer vision 

and image processing applications. This data reveal may be allowed in certain cases; however, for 

privacy-sensitive data such as medical images, surveillance data, etc., such encryption methods 

become insufficient [80]. 

6.3.3. Related Work 

In recent years, the perceptual encryption (PE) schemes have been proposed that encrypt 

images in such a manner that they are visually unidentifiable, but their characteristics remain intact. 

The PE algorithms can be categorized as pixel-based [157]–[160] and block-based encryption 

algorithms [7], [10], [35]. The pixel-based methods obfuscate an image on a pixel level; therefore, 

protects local information while preserve global information of the image. A pixel-based PE 

algorithm [158], known as Learnable Encryption (LE), successfully preserved the classification 

accuracy of a DL-based classifier. However, LE is susceptible to chosenplaintext attack (CPA) 

[154]. Their security has been enhanced by the extended learnable encryption (ELE) scheme 

presented in [159]; however, they significantly reduced the classification accuracy. An alternative 

algorithm presented in [160] has better security (that is larger key size) than LE while preserving the 

DL model accuracy. However, it cannot resist CPA as shown in [154]. To overcome their security 

vulnerabilities, [157] proposed to use a random values’ sequence ranging from 0 – 255 for the xor 

operation. On the other hand, block-based algorithms perform encryption on a block level in such a 

way that the global contents of the image are protected while local information remains intact. The 
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authors in [35] proposed a block-based PE method for color image encryption. Their algorithm 

consists of geometric and color transformations steps, which are computationally inexpensive and 

provide a necessary level of security. However, there is an efficiency tradeoff between compression 

savings and encryption strength because of the choice of block size. For example, larger block size 

is used for better compression savings, which may raise some security vulnerabilities [10]. Therefore, 

the authors in [6], [7] have proposed sub-block processing to overcome these security issues without 

compromising the compression savings. 

Different from full image encryption, PE only hides an image perceptual information while 

preserving its intrinsic properties, which can be interpreted by machines. These methods were 

originally designed to provide bandwidth/storage efficiency and security during image transmission 

and/or storage. In this study, we have extended their applications to medical image analysis based on 

PPDL. Consequently, the proposed method provides security during image data transmission, storage 

and computations. For this purpose, we have proposed a DL-based binary classifier for the COVID-

19 detection in CXR images.  

6.3.4. Setup and System Model 

In the simulations, PBE [160], SPBE [157], KBPE [35], and EBPE [7] methods were 

implemented to encrypt the medical images. Since, CXR images are grayscale with one channel; 

therefore, in the first three methods the color channel shuffling step was omitted. For the block-based 

methods, block level processing was carried out on a fixed block size of 8×8 while for the sub-block 

processing (in the case of EBPE) block sizes 4×4 and 2×2 were used. For the PPDL classification 

analysis, publicly available CXR dataset [161] and for the encryption analysis UCID dataset available 

on [162] were used. 

Figure 45. Illustrates a schematic of cloud-based medical images analysis and storage. The PE 

scheme is used to encrypt the images, which are then transferred over a public channel to avail third 

party own cloud-services. For later usage, these cipher images can be archived, which can be 
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accessed for collaboration among authorized experts. Here, we consider a model that the cloud-

services providers are either curious or untrustworthy; therefore, the secret key information is hidden 

from them. A DL algorithm is implemented in the cloud for diagnosis of diseases. The final diagnosis 

report is sent back to the hospital for treatment. The subsections analyzed different PE methods for 

the protection of medical images and PPDL performance on them.  

6.3.5. PPDL-based Classification Analysis 

Dataset. The dataset used in this study consists of CXR images and is publicly available on 

[161]. In the experiments, we have used 4,626 images uniformly distributed between two classes: 

healthy and COVID-19. The dataset was split into 80% for training and 20% for validation and 

testing, equally divided. The images were preprocessed and resized in two steps: (1) all black borders 

on the images edges were removed and (2) they were resized from the center to meet the input 

requirements of the classification model that is, 224×224. Note that the preprocessing steps were 

carried out on the client side for better utilization of the available bandwidth. In addition, all the 

images were encrypted with the encryption methods discussed in Chapter 5. Figure 46. shows 

 

Figure 45. A basic architecture to realize PPDL for medical image analysis by availing third-
party owned cloud services. 
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example images from the dataset for both labels along with their cipher images.  

Proposed Model. In the present study, a classification model belongs to EfficientNet DL 

models family was used. The model choice was based on their better accuracy for natural images 

while maintaining low computational cost as compared to other conventional CNN architectures. 

Based on this efficiency, these models have been used in medical analysis [7]. EfficientNet 

(EfficientNetV1) [96] is a family of lightweight CNN models, which are optimized for parameter 

and FLOPs performance. It takes advantage of neural architecture search (NAS) to design a baseline 

EfficientNet-B0 that has better trade-off on FLOPs and accuracy. To obtain a family of models B1-

B7, this network is then uniformly scaled-up (width, depth and resolution) with a simplified yet an 

effective compound scaling strategy. The models have superiority over existing CNN models in 

terms of number parameters and FLOPs as they use depthwise convolutions. However, such 

convolutions often cannot utilize modern accelerators fully; therefore, EfficientNetV1 have main a 

limitation in terms of training or inference speed (for example, compare to ResNet-RS-420) [108]. 

      

     (a)           (b)            (c)           (d)           (e)          (f) 

      

     (g)           (h)            (i)           (j)           (k)          (l) 

Figure 46. Example CXR images shown here are from the COVID-19 dataset as input to the 
DL model. Healthy sample (top row) and Covid-19 sample (bottom row). (a) and (g) are plain 
images. Their corresponding cipher images are in (b) – (f) and (h) – (l) obtained from PBE, SPBE, 
KBPE, EBPE2×2, and EBPE4×4 encryption methods, respectively. 
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Therefore, EfficientNetV2 [108] improves training speed of EfficientNetV1 models while 

maintaining the parameter efficiency. Specifically, EfficientNetV2 provides three solutions to 

EfficientNetV1 training bottleneck. 1) For better training speed, EfficientNetV2 proposed to 

progressively adjust size of an image and regularization during training. 2) EfficientNetV2 proposed 

a scaling strategy that is non-uniform and gradually add more layers to later stages as opposed to 

EfficientNetV1 where a simple compound scaling rule scales up all stages equally. 3) To fully utilize 

modern accelerators, EfficientNetV2 proposed that FusedMBConv in early stage can improve 

training speed with a small overhead on FLOPs and parameters efficiency. The combination of 

depthwise Conv3×3 and expansion Conv1×1 in MBConv is replaced with a single regular Conv3×3 

layer in Fused-MBConv. Table 18 summarizes architecture of the proposed binary classifier.   

Analysis. For the PPDL based COVID-19 detection analysis, the proposed model 

(summarized in Table 18) was trained using Stochastic Gradient Descent (SGD) with batch size 16 

for 120 epochs. The initial learning rate was set to 0.1, which was then reduced by a factor of 10 

when validation accuracy stopped improving. In addition, we used early stopping criteria once the 

model validation accuracy stopped improving for 60 epochs. During training, random flip, rotation, 

zoom, translation and contrast were used as data augmentation methods. The proposed model was 

implemented for binary classification and can either identify an observation to be in positive or 

negative class. In the experiments, we considered positive classes to be the COVID-19 samples and 

negative classes to be the healthy samples. Figure 47. illustrates the model’s training and validation 

Table 18. Architecture of the proposed model for COVID-19 detection in CXR images. The Ef
ficientNetV2-B0 is used as a feature extractor. (Param #: Number of parameters) 

Layer name (type) Output shape Param # 

EfficeintNetV2-B0 (Model) 7×7×1280 5,919,312 

global_average_pooling_2d 1280 0 

dropout_1 (Dropout) 1280 0 

dense_1 (Dense) 1 1281 

Total parameters: 5,920,593 

Trainable parameters: 5,859,985 

Non-trainable parameters: 60,608 
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accuracy on plain and cipher images obtained from different encryption methods. Table 19 

summarizes the detailed performance of the model in terms of accuracy, sensitivity specificity and 

AUC of receiver operating characteristic curve (ROC) measures. The values were obtained on the 

test set as the mean and standard deviation of 3 runs. The proposed model has achieved state-of-the-

art performance for COVID-19 detection in the plain CXR images. For the PPDL classification, the 

model has achieved better results on the pixel-based encryption methods (PBE and SPBE) than the 

block-based encryption methods (KBPE and EBPE). However, when compression of the data is 

required then block-based PE methods are suitable for PPDL. Such cipher images are JPEG 

compressible as demonstrated in [6], [7], [35].  

 

             (a)                        (b)                        (c) 

 

             (d)                        (e)                        (f) 

Figure 47. Training and validation accuracy of the PPDL-based COVID detection in CXR images.  (a) is 
performance of the model  on plain images while (b) – (f) are privacy-preserving classification performance on the 
encrypted images obtained from PBE, SPBE, KBPE, EBPE2×2, and EBPE4×4, respectively. The accuracies were 
obtained as a mean of 3 runs shown in dark color while each run accuracy is shown in a light color. 
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6.3.6. Summary 

Cloud-services provide a cost effective solution to meet the information and communications 

technology (ICT) needs of an organization. To avail such services, the privacy sensitive data should 

be protected during transmission and computations. We proposed a PE-based PPDL scheme that 

satisfied these requirements. The analysis have shown that it is necessary to preserve global contents 

instead of local contents in the images for better classification performance.  

6.4. Chapter Summary 

In this chapter we implemented several applications of the proposed method that require 

privacy preservation. The PE methods that can enable PPDL applications can be classified as 

learnable PE methods and Compressible PE (CPE) methods. A learnable encryption (LE) method is 

proposed [158] that forms a 6-channel image from an RGB image by splitting predefined blocks into 

upper and lower 4-bit images. Then, the encryption is achieved by randomly changing pixels 

intensities and shuffle their positions. The method has been successfully applied to PPDL; however, 

it is vulnerable to chosen plaintext attack demonstrated in [154]. To deal with the security 

vulnerability of [158], an extended version of LE method (ELE) is proposed in [159], which uses a 

different key in each channel. However, it has severely degraded the DL model's performance. A 

pixel-based PE (PBE) method is proposed [160] that randomly changes pixel intensities and shuffle 

the color components in an image. The method is applicable to PPDL; however, it is vulnerable to 

Table 19. Performance analysis of the proposed model using different evaluation metrics. The 
measures values are reported as the mean (black color) and standard deviation (gray color) for 3 ru
ns. (AUC: area under the ROC curve). 

Methods Accuracy Specificity Sensitivity AUC 

Plain 98.78 ± 0.31 0.98 ± 0.005 0.99 ± 0.005 1.00 ± 0.000 

PBE [156] 96.43 ± 1.68 0.98 ± 0.005 0.95 ± 0.031 1.00 ± 0.005 

SPBE [153] 99.82 ± 0.05 1.00 ± 0.000 1.00 ± 0.000 1.00 ± 0.000 

KBPE [31] 95.56 ± 0.14 0.96 ± 0.005 0.95 ± 0.005 0.99 ± 0.005 

IIB-CPE 2×2 [6] 95.46 ± 0.32 0.95 ± 0.008 0.96 ± 0.005 0.99 ± 0.005 

IIB-CPE 4×4  95.85 ± 0.05 0.96 ± 0.008 0.96 ± 0.009 0.99 ± 0.000 
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chosen plaintext attack, as demonstrated in [154]. The main reason for the scheme vulnerability is 

the use of a single value subtraction from the pixel intensities. Therefore, the authors of [157] 

proposed to xor a random sequence generated by chaotic map with the pixel values for better security 

without compromising the DL performance (SPBE). Alternatively, [163] proposed to divide the 

encrypted image of [160] into blocks and apply three different types of filters on randomly selected 

blocks (FPBE).  

On the other hand, the CPE schemes have an important property as pointed out in [144] that 

under its different transformation functions, both the Euclidean distance and inner product of two 

vectors are preserved. Therefore, allows the computation of machine learning algorithms in the 

encryption domain. For privacy-preserving face recognition task, the CPE is combined with Support 

Vector Algorithm (SVM) in [144] and the Extended-CPE is combined with SVM in [16].  Besides 

face recognition tasks, CPE-based PPDL has been considered in [6], [9], [164] for natural image 

classification. Specifically, IIB-CPE was combined with a convolutional neural network (such as the 

EfficientNetV2-B0) in [6], and CPE was combined with an isotropic network (such as vision 

transformers) in [164]. In [9], the authors implemented four different extensions of IIB–CPE and 

analyzed their effect on a CNN model’s accuracy. Similarly, the applications of PE schemes are 

extended to medical image analysis domain. For example, [17] implements a CNN-based model with 

IIB–CPE scheme for COVID-19 diagnosis in chest X-ray images. A comparison between different 

CPE methods for PPDL applications is given in Table 20. 
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Table 20. Comparison of different PE-based PPDL schemes for various applications. The 
accuracy difference is between a DL model performance on plain and PE cipher images. 

Class of 
PE 

Method Name PPDL Task Model Dataset 
Difference in 
accuracy (%) 

L
ea
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le
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E
 

LE [158] 

N
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al

 im
ag

e 
cl

as
si

fi
ca

ti
on

 PyramidNet 
CIFAR10 -2.21 

CIFAR100 -5.07 

ELE [159] PyramidNet 
CIFAR10 -29.6 

CIFAR100 -40.54 

PBE [160] PyramidNet 
CIFAR10 -2.43 

CIFAR100 -4.63 

SPBE [157] PyramidNet 
CIFAR10 -2.12 

CIFAR100 -5.2 

PBE [160] for PPDL in [17] 
M

ed
ic

al
 I

m
ag

e 
A

na
ly

si
s 

EfficientNetV2-B0 COVID19 CXR -2.35 

SPBE [23] for PPDL in [17] EfficientNetV2-B0 COVID19 CXR 1.04 

PBE [160] for PPDL in [163] DenseNet 
MRI Brain 
tumor 3 datasets 

-5.0 

PBE [160] for PPDL in [163] XceptionNet 
MRI Brain 
tumor 3 datasets 

-6.94 

FPBE [163] DenseNet 
MRI Brain 
tumor 3 datasets 

-9.06 

FPBE [163] XceptionNet 
MRI Brain 
tumor 3 datasets 

-9.34 

PBE [160] for PPDL in [163] DenseNet COVID19 CXR -3.35 

PBE [160] for PPDL in [163] XceptionNet COVID19 CXR -3.73 

FPBE [163] DenseNet COVID19 CXR -1.54 

FPBE [163] XceptionNet COVID19 CXR -2.58 

C
om
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es

si
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e 
P

E
 

CPE [65] for PPDL in [144] 

F
ac

e 
R

ec
og
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ti

on
 

SVM with PCA 
Labeled Faces 
in the Wild 

-0.62 

Extended CPE [16] (This thesis) SVM with PCA 
Labeled Faces 
in the Wild 

-0.62 

CPE [65] for PPDL in [164] 

N
at

ur
al

 I
m

ag
e 

C
la

ss
if

ic
at
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n 

ViT-B_16 CIFAR10 -11.17 

CPE [65] for PPDL in [164] Conv-Mixer256/8 CIFAR10 -3.35 

CPE [65] for PPDL in [6] PyramidNet 
CIFAR10 -6.07 

CIFAR100 -11.39 

IIB-CPE [6] (This thesis) PyramidNet 
CIFAR10 -4.21 

CIFAR100 -11.05 

IIB-CPE [6] for PPDL in [17] (This 
thesis) 

M
ed

ic
al

 
Im

ag
e 

A
na

ly
si

s EfficientNetV2-B0 COVID19 CXR -3.32 

CPE [65] for PPDL in [17] (This 
thesis) EfficientNetV2-B0 COVID19 CXR -3.22 
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VII. CONCLUSION 

 

6.1. Conclusion 

For an efficient DL model, large volume of sample data and high computation resources are 

needed. These requirements can be fulfilled by taking advantage of powerful infrastructures such as 

cloud-computing services, to avail high-powered computational resources, and cloud-storage 

services, for adopting collaborative learning. However, this comes with security and privacy 

concerns as there are potential risks of leakage of privacy-sensitive information associated with 

outsourcing the data. The existing privacy-preserving schemes have their associated computational 

cost, communication overhead and specialized design requirement that may reduce data utility and 

degrade the DL model performance. In addition, given the large volume of data, bandwidth and 

storage efficiencies should also be considered. Traditional privacy preservation approaches treat the 

requirements of data transmission and computation separately even though both are necessary to be 

fulfilled to fully reap the benefits of DL for data-driven applications. Therefore, in this thesis we 

propose an end-to-end framework to satisfy the dual requirements (compression and encryption) of 

a communication system while preserving user’s privacy in downstream applications. Our proposed 

privacy scheme is based on perceptual encryption algorithm and is compatible with the widely used 

image compression standard such as the JPEG format. Importantly, the proposed system supports 

lossless DL model construction which does not modify any of the computation of the original model 

training algorithm. Therefore, it can be used with the existing state-of-the-art DL models without any 

modification. We have presented applications of the proposed privacy scheme in three different 

domains. For natural images classification task, our proposed PE-based privacy preserving scheme 

at best introduces a decrease of 5% in the prediction accuracy of the trained models. For face 

recognition application, the proposed privacy preserving scheme delivers the same recognition 

accuracy as that of the plain images. For COVID-19 screening in CXR images, the proposed PE-

based privacy preserving scheme at best introduces a 3% drop in the model's accuracy and 
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sensitivity scores.  

6.2. Future Work 

Training an effective DL model requires high computational resources and massive datasets. 

Leveraging powerful infrastructures such as cloud computational resources and adopting 

collaborative learning for training DL models can mitigate these issues. This thesis focused on 

meeting the computational requirements of DL in individual training setup. The proposed PE-based 

PPDL technique can be adopted in a collaborative learning environment. Based on the location of 

data collaborative learning has two types: direct collaborative learning and indirect collaborative 

learning. In direct collaborative learning, local data from multiple participants is directly uploaded 

to the central server and the model is trained on the server – centralized training. Transmitting large 

volumes of data demands high bandwidth and sharing privacy sensitive data results in users’ privacy 

concerns. The proposed PE-based PPDL can jointly mitigate both challenges of direct collaborative 

learning. On the other hand, in indirect collaborative learning, instead of sharing data, copies of a 

model are trained locally on the data available with each participant and local model updates are 

shared with the centralized serve for aggregation – distributed or decentralized training. Indirect 

collaborative learning (e.g., Federated Learning) provides an infrastructural approach to security and 

confidentiality but does not fully guarantee privacy because the lack of encryption puts the data and 

algorithm parameters at risk of being stolen or tampered with and reconstruction of data from the 

model weights is also possible. The proposed PE-based PPDL can be used to protect the training data 

to ensure security in indirect collaborative learning. Integrating the proposed privacy scheme to 

ensure security in the collaborative learning paradigm (direct and indirect collaborative learning) 

could be an interesting future research direction.  
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