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한글요약

Structural Magnetic Resonance Image영상에서
딥러닝을사용한알츠하이머병진단연구

삼수딘아흐메드

지도교수:정호엽

컴퓨터공학과

대학원,조선대학교

기계 학습 기술에 기반한 알츠하이머병 (AD) 및 그 prodromal 단계 (aAD,

mAD, NC)의 자동 진단은 지속적인 연구가 진행되고 있습니다. 최근 딥 러

닝 (DL) 기반 접근 방식은 분류 및 regression에서 최첨단 성능을 보여주며,

DL 기반 방법은 AD 연구에 널리 사용되고 있습니다. 다중 모드 진단을 고

려한 최첨단 기술은 임상 진단보다 정확도가 더 우수한 것으로 나타났지만,

다중 modality로 데이터를 수집하는 것은 시간이 많이 걸리고 고비용이며, 일

부 방식은 방사성 부작용이 있을 수 있습니다. 본 연구는 조선대 국체치매연

구단에서 Gwang-ju Alzheimer’s research data(GARD) 코호트 데이터 세트와

Alzheimer’s Disease Neuroimaging Initiative (ADNI)에서 제공하는 structural

magnetic resonance image (MRI) 데이터세트에 국한하였습니다. 연구의 목표

는 다음과 같습니다. AD 진단 가능한 특징을 제공하는 두뇌 랜드마크를 식

별하고 분석합니다. AD와 그 prodromal AD 진단의 정확도 수준을 높이고,

성능 저하 없이 제한된 컴퓨팅 리소스로 배포할 수 있는CNN을 설계합니다.

ROI 기반 알츠하이머병 진단을 위해 우선 GARD에서 제공하는 아틀라스 기

법으로세분화된영상을사용하여 AD에대해통계적으로유의한 ROI를선택

했습니다. AD 대 NC 분류 작업은 three-view-patch 기반 컨볼루션 신경망의

xiii



앙상블을 학습했습니다. 더 나아가ROI 위치를 예측을 위해 딥 메트릭 학습을

하고, hippocampus, amygdala 및 insula를 기반으로 한 prodromal 단계를 진단

하기위해 ROI기반 CNN의앙상블을학습했습니다.이연구를통해뇌MRI의

hippocampus, amygdala 및 insula가 AD에 진단에 결정적인 정보를 제공한다

는것을관찰하였고, ROI패치기반앙상블 classifier를사용하여알츠하이머병

진단정확성을 state-of-the-arts까지달성할수있었습니다.

xiv



ABSTRACT

Deep Learning Methods for Exploring Alzheimer Diseases
in Structured Magnetic Resonance Imaging

Samsuddin Ahmed

Advisor: Prof. Jung, Ho Yub, Ph.D.

Department of Computer Engineering

Graduate School of Chosun University

There is ongoing studies for the automatic diagnosis of Alzheimer’s disease (AD)

and its early stages (aAD, mAD, NC) based on traditional machine learning

techniques. Recently deep learning (DL) based approaches are demonstrating

state-of-the-art performance in classification and regression. As a result, DL-

based methods are becoming popular choice for AD research. The state-of-the-art

techniques that consider multimodal diagnosis have been shown to have accuracy

better than manual diagnosis. However, collecting data from different modalities

is time consuming and expensive, and some modalities may have radioactive

side effects. Our study is confined to structural magnetic resonance imaging.

Here, we have exploited Gwangju Alzheimer’s and Related Dementia (GARD)

cohort dataset prepared by National Research Center for Dementia (GARD),

Gwangju, South Korea. The objectives of our attempt are as follows: 1) to

identify and analyze the brain-landmarks that provide discernible features for

AD; 2) to increase the accuracy level of AD and its prodromal stages diagnosis

that is comparable to the state-of-the-art methods; and 3) to design simpler

CNN that is deployable with limited computing resources without sacrificing

xv



the performance. Achieving the objectives required us to perform following

experiments: 1) selecion of statistically significant ROI for AD using the atlas-

based segmentation dataset provided by GARD 2) deployment of ensembles

of patch based convolutional neural networks on hippocampus features for

binary classification tasks 3) utilizing deep metric for ROI localization confining

the study only on hippocampus 4) designing ensembles of simpler CNN

classifiers for AD and its prodromal stages diagnosis. We have observed that

1) hippocampus provides significant information for AD 2) The ROI does

not provides distinctive features for AD in sMRIs modality 3) state-of-the-

art diagnosis performance is achievable by deploying patch-based ensemble

classifiers based on the significant ROI features.
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I. INTRODUCTION

A. Introduction

Recently, Deep learning (DL) has become a powerful and successful approach

to lead the era of artificial intelligence (AI). It has achieved state-of-the

art performance in classification and regression. The performance of DL-

based techniques in image classification [1]–[5] , natural language processing

[6], speech recognition [7]–[9], health care [10], [11] are over-human

level. As, DL has been showing outstanding performance in all classification

and regression [12] tasks, in this study, we have exploited DL approaches

for exploring Alzheimer Diseases (ADs) from structural magnetic resonance

imaging (sMRI) at the hope that it would potentially assist the radiologist to

improve diagnostic accuracy.

Alzheimer disease (AD) is the most predominant neurodegenerative brain

disease affecting elderly people worldwide. No cure or effective treatment is

currently known for this disease. With the increase of life expectancy, AD is

becoming more prevalent among the peoples older than 65 years[13]. Studies

are ongoing for the early diagnosis of this disease in order to put a brake on

the abnormal degeneration of the brain, to reduce the cost of patient care and

to ensure better management. Diagnosis of AD has traditionally relied mainly

on cognitive evaluation and clinical observation. Studies [14]–[17], however,

indicated that image analysis of neuroimaging scans may be reliable approach

for supporting clinical decisions. Attentions had thus been provided to computer

aided diagnosis (CAD). Previous studies [14]–[17] have shown that machine

learning algorithms were able to classify AD more accurately than experienced

clinicians. Considering the outstanding performance DL-based approaches are

1



becoming the obvious choice for the detection of ADs.

The state-of-the-art approaches either consider the whole brain in a single

modality [18] [19] or multimodal [15] datasets to train machine learning models,

which have been shown to demonstrate greater accuracy than manual diagnosis.

Investigating more than one data modality is time consuming and expensive.

Moreover, modalities such as PET may have radioactive side effects on patients.

Here, we consider unimodal imaging for experiment in an attempt to achieve

state-of-the-art accuracy and efficiency. Here, we consider sMRI as the modality

of our experiments for the following advantages:

1. High degree of imaging flexibility;

2. MRI gives an excellent spatial resolution along with good contrast;

3. No need for ionizing radiation;

4. Useful information about the anatomy of the brain;

5. Lack of pain to patients.

B. Motivation

Our prime motivation of this research is designing a simpler CNN for diagnosing

AD and its prodromal stages with significant accuracy and computational

efficiency. Our motivations include:

1. Deploy DL methods to identify and analyze the brain-landmarks that

provide discernible features for AD;

2. Diagnosis of AD and its prodromal stages with state-of-the-art accuracy;

2



3. Learning simple CNN model with limited computing resources without

sacrificing the performance.

C. Contribution

We have performed following experiments for achieving our objectives.

1. Statistically significant ROIs for AD were selected. We have used atlas-

based segmentation dataset of GARD provided by NRCD for statistical

tests.

2. Robust ROI localization were performed with HCNN and deep metric

based verification. We have confined our experiment only on hippocampus.

GARD database was exploited for this purpose and achieved outcomes

comparable to state-of-the-art performance

3. Ensembles of patch based convolutional neural networks (PBCNN) were

utilized on hippocampus features for performing binary classification

between different stages of AD. Here, we have exploited both ADNI and

GARD database

D. Methodology

Our complete pipeline is presented in figure 1. At first, the significant ROIs in

the sMRI modality were selected by analyzing atlas-based segmented volume

measures in GARD data set. We have performed permutation test for finding AD-

affected ROIs from 108 different regions. Hippocampus was observed to be the

most significant region for AD diagnosis. Then, we have learned hippocampus

3



features by deploying Siamese network. Contrastive loss function [20] was

utilized for learning hippocampus embeddings. At third step, we have localized

the hippocampus from sMRI using hough convolutional neural network(HCNN)

along with deep metric verification. After that PBCNN was deployed for

classifying individual TVP in different classes for different stages of AD. We

have tested our models for classifying sMRIs. We have deployed ensemble

classifiers for improving the performance.

Figure 1: The framework for early diagnosis of Alaheimer

diseases(AD) in sMRI modality with deep learning(DL) methods

.

E. Research Outcomes

We have observed that

1. Hippocampus provides most significant information for AD diagnosis.

Hippocampus features were observed to provide state-of-the-art results in

diagnosing AD and its pro-dromal stages. It provides near to 90% accuracy

in classifying AD sMRI from NC classes.

2. The ROI does not provide distinctive features for aAD in sMRIs modality

3. State-of-the-art diagnosis performance is achievable by deploying patch-

based ensemble classifiers based on the significant ROI features.

4



4. Simpler CNN model can be learned by compressing the ensembles without

sacrificing the performance.

F. Thesis Layout

The chapter one introduces the entire study. We have briefly described our

motivation, contribution, methodology, research outcomes and thesis outline in

this chapter.

In chapter two, we have illustrated our data sets under study. We described

two data sets namely ADNI and GARD. We have also explored the participants,

acquisition protocol and pre-processing techniques of the dataset under study.

In chapter three, brief outline is provided on statistical test for selecting most

important structures in sMRI modality. Obtained p-value for sixteen different

ROIs is presented here.

In chapter four, we have discussed the learning process of a deep metric for

localization of this important biomarker. Elaborate discussion of the structural

details of Siamese network is given which is followed by training procedure and

testing outcomes.

In chapter five, we have described the localization pipeline of landmark in brain

sMRI. We have presented the hippocampus localization process with two step

predictions. Far jump hough convolutional neural network(FJHCNN) predicts the

rough estimates while short jump hough convolutional neural network(SJHCNN)

predicts the fine-tuned predictions.
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In chapter six the training and testing of patch-based classifiers are described.

We have utilized the patch-based classifiers for designing ensemble model for

early diagnosis of AD and its prodromal stages. The results are elaborately

described.

In chapter seven, we have compared our method with existing state-of-the-art

methods.

In chapter eight, we have concluded our study.
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II. DATA SET

A. Introduction

Magnetic Resonance Imaging(MRI) is the de facto modality in brain studies due

to its superior image contrast in soft tissue without involving ionizing radiation.

MRI image are being widely used to examine other anatomical regions as well

[6]. There are a lot of MRI data set for AD detection, such as: ADNI [21],

OASIS[22], AIBL[21] etc.

In this study, two different dataset was taken into consideration. One from the

ADNI database (adni.loni.usc.edu) and another from GARD database. We will

briefly explain the dataset in the following subsections.

B. ADNI Data Collection and Pre-processing

The ADNI was inaugurated in 2003 by the NIA, NIBIB, FDA and private

pharmaceutical companies together with nonprofit organizations. This was a

$60 million and 5-year long public-private partnership. The rudimentary goal

of ADNI was to test whether serial MRI, PET, clinical and neuropsychological

assessment and other biological markers can be merged to assess the progression

of early AD.

Finding useful markers of very early AD progression is aimed to

aid researchers and clinicians to innovate new treatments and assess their

effectiveness, as well as reduce time and cost of the clinical trials.

The principal investigator of ADNI is Michael W. Weiner, MD, VA Medical

Center and University of California, San Francisco. ADNI is the result of

efforts and dedication of many co-investigators from a wide range of academic
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Table 1: Demographic features of ADNI database under study

Class Label Number of Scans Age Gender(Male/Female) Education MMSE

Normal Control(NC) 129 74.3±3.6 57/72 16.41±2.62 29.08±1.08

Mild Cognitive Impairment(MCI) 145 70.23±2.74 83/62 16.25±2.45 28.36±1.61

Alzheimer Demented(AD) 77 71.13±2.54 37/40 23.70±2.13 23.70±2.13

institutions and private corporations, and participants have been recruited from

over fifty sites across the United States and Canada. ADNI has been followed by

ADNI-GO and ADNI-2 after its initial goal to recruit 800 subjects. To date these

3 protocols have recruited more than 1500 adults, aged 55-91, to participate in

the research, consisting of NC aged individuals, persons with early or late MCI,

and subjects with early AD. The follow-up duration of each group is specified in

the protocols for ADNI-1, ADNI-2, and ADNI-GO. Subjects originally recruited

for ADNI-1 and ADNI-GO had the option to be followed in ADNI-2. Clinical

characteristics along with demographic information of the subjects are described

in Table 1.

1. Subjects under Study

From ADNI dataset, we have selected 60 subjects aged between 55 and 92. The

chosen participants met the standards defined in the ADNI protocol. There are

351 scans of these 60 subjects. We constructed balanced dataset consisting of

351 scans as follows:

1. 22 NC subjects: 12 males, 10 females; age±SD= 74.3 ±3.6 years, range =

62–91 years; MMSE score = 29.2±1.0, range = 25–30.

2. 18 MCI participants who did not progressed to AD within 18 months: 11

males, 7 females; age±SD = 70.4±3.12 years, range = 56–88 years; MMSE
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score = 27.1±1.8, range = 24–30.

3. 20 AD subjects: 9 males, 11 females; age±SD = 74.0 ±5.2 years, range =

54–91 years; MMSE = 23.3±2.0, range = 18–27.

2. MRI Image Acquisition

All participants were scanned with a T1-MRI protocol which is optimized for

high quality contrast to noise in a suitable acquisition time. Raw data had

an acquisition matrix of 192× 192× 166 and voxel size 1.25× 1.25× 1.2

mm3. Zero-filled reconstruction resulted in a 256× 256 matrix and voxel size

of 0.9375 × 0.9375 × 1.2 mm3. The sMRI sequence parameters were with

resolution: 0.4 × 0.4 × 2.0mm3 , repetition time/echo time (TR/TE)8020/50

ms, minimum slices: 24, and minutes acquisition time :8.1 minutes More

details on this imaging protocols is available at http://adni.loni.usc.edu/

methods/documents/mriprotocols/.

The raw data for sMRI scans were provided in NII format in the ADNI

database. For our experiment, we have done some preprocessing on the data.

In the following sub section we will illustrate the steps of preprocessing

3. ADNI Preprocessing

For reconstruction and volumetric segmentation and to extract useful pattern of

the data, we used the preprocessing pipeline of the Free-Surfer 5.3.0 [23]software

package. The free surfer software performs a sequence of preprocessing

tasks with the recon-all processing pipeline on the original sMRI data. The

preprocessing includes

1. Motion correction
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2. T1-weighted image averaging

3. Registration of volume to the Talairach space

4. Skull striping with a deformable template model

The the pial surface and white surface are generated for hemispheres from the

shape of the pons and corpus callosum in the Talairach space. The accurate

matching of the morphologically homologous cortical locations across subjects

were estimated using the mapping of the atlas on the basis of a cortical surface

to a sphere with aligning the cortical patterns. Cortical thickness at every vertices

of the cortex are denoted by the average minimum distance between white and

pial surfaces. The area of every triangle in the standardized spherical surface

tessellation gives the surface area. Equivalently, the registration surface based on

the pleat pattern was used to compute the local curvature.

C. GARD Data Collection and Preprocessing

1. Subjects under Study

GARD dataset is based on T1-weighted sMRI baseline scans of 326 samples

taken by NRCD at Chosun University Hospital. All the participants are Korean

individuals. The ages of the subjects varies from 49 years to 87 years ( mean:

72.02 ± standard deviation:0.60 ) while more than 88% subjects are over 65

years old. The education level of the subjects varies from illiterate to highly

educated(scale 0 to 22).

The scans are labeled with asymptomatic AD (aAD), mild cognitive

impairment AD (mAD), AD (ADD) and normal controlled (NC). There are 171

scans for NC class and 81 scans for ADD class. Number of available scans for
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Table 2: Demographics characteristics of the studied subject from

GARD database(the values are mean)

Diagnosis #subject Age(F/M) Gender(F/M) Education(0-18;F/M)

ADD 81 71.85/71.46 42/39 5.33/9.51

NC 171 70.27/73.4 88/83 7.52/10.92

aAD 35 72.35/73.27 20/15 6.6/9.6

mAD 39 70.50/74.76 14/25 5.64/9.64

aAD and mAD are 39 and 35 respectively. We have re-termed the ADD-label

as AD. We have performed the experiment on all the four classes picking two

classes at a time. So, there are six combinations for binary classification.

The written consents was taken either from the participants or from the

care givers, sometimes from both for performing the study. The approval from

the regional ethics committee was also ensured for conducting the study. A

neuro-physiological test was administered by a team of experts for assessing

the language, attention, memory, visio-spatial and executive function of the

participants. sMRI scans having focal lesions due to medical history such as head

trauma, psychiatric causes of the participants were excluded from the dataset.

2. Data Acquisition

The imaging was performed in Chosun university hospital. Contiguous 0.88 mm

sagittal MPRAGE images of the whole brain were acquired at Chosun University

Hospital. The acquiring machine was a 3T Skyra, Siemens with TR=2300

ms, TE=2.143 ms, T1=900 ms, flip angle=9, field of view=256× 256 matrix=

320× 320,number of slices=178. T1 weighted MRIs were processed using an

automated reconstruction protocol.
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3. Preprocessing

The acquired high resolution structural T1-weighted images were processed

using FreeSurfer software package version 5.3.0 [23]. The operating system on

which Free surfer was installed was 64-bit CentOS 7. The freesurfer pipeline

and methodologies includes a complete automated processing. Here, cortical and

subcortical and ROI labeling was performed using the Desikan-Killiany atlas on

each subject.

The free-surfer processing pipeline includes:

1. Motion correction;

2. Non-uniform intensity normalization for intensity inhomogeneity

correction;

3. Image registration using affine transformation to Talairach space ;

4. Skull-stripping based on combination of watershed algorithm;

5. Removal of non-brain tissues.

After that, the image is intensity normalized. The nonlinear warping of each

scan was performed to atlas image which is further utilized for atlas-based

segmentation and ROI labeling. In the next step, per hemisphere topologically

correct cortical surface representation was generated which lies at WM/GM

or WM/CSF interface. The representations are then automatically mapped to

a standard spherical coordinate system. This mapping into standard spherical

coordinate system allows for automated anatomical parcellation of the cortex

into gyral regions. Then, surface parcellation is extended to GM volume that
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(a) (b) (c)

Figure 2: Three different views(axial, coronal and sagittal views from

left to right) of GARD-sMRI at the voxel location (125,165,151)

yields regional cortical volumes and parcellation of GM tissue sheet . The entire

computation took about 12-18 hours for each scan [24]

D. Dataset Preparation for Patch-Based Model Learning

The axial, coronal and sagittal views of a sample sMRI are shown in Figure 14.

We have normalized the intensity values by subtracting the mean intensity and

then dividing by the standard deviation to have zero mean and unit variance of

the input. The normalization is defined in (1).

Ĩ(ix, iy, iz) =
I(ix, iy, iz)−µ(I)

σ(I)
(1)

Here, I(ix, iy, iz) is the intensity of (ix, iy, iz) location before normalization,

µ(I) is the mean intensity and σ(I) denotes the standard deviation of the

intensity; Ĩ is the normalized intensity of the MRI.

1. TVP Extraction

After intensity normalization, we manually/automatically observed hippocampus

locations (hx,hy,hz) on the normalized MRI by using Mango, a multi-image
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analysis graphical user interface (GUI)[25] or our developed automatic methods.

Six manually observed example locations are presented in fig. 3. Each location

and its neighboring points up to α , β and γ pixels in sagittal, coronal and axial

direction, respectively, were used as a reference frame for patch generation.

Careful selection of these shape constants; i.e., α , β , and γ; ensured that each

reference frame lies within the hippocampus region. In our experiment, we have

selected α ,β and γ from 4 to 8 as the experiment requires. Different values of

these constants provides flexible shape of the reference frame to adjust with the

shape of ROI. We have randomly chosen nx, ny, and nz number of co-ordinates

in sagittal, coronal, and axial directions, respectively. As described in (4), (4), (4)

and (5), these co-ordinates are used to generate reference points for TVPs.

Tx = rand(hx−α,hx +α,nx) (2)

Ty = rand(hy−β ,hy +β ,ny) (3)

Tz = rand(hz− γ,hz + γ,nz) (4)

Here, Tx,Ty,Tz represent uniformly distributed integer samples from the

specified interval. The number of samples drawn from the interval are denoted

by nx,ny, and nz respectively. rand(hx − α,hx + α,nx) returns nx number of

uniformly distributed random integers from the interval (hx −α,hx + α). The

same explanation follows for next two lines in equation 4.

The reference points were generated by taking all (i, j,k) tuples of Tx ×

Ty × Tz (i.e., the cartesian product). The disjunction of all reference points

obtained from each reference frame were used to generate TVPs. The equation

(5) summarized the operation. The algorithm 1 concisely describes the reference
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point generation process.

R = R∪{∀(i, j,k)|i ∈ Tx, j ∈ Ty,k ∈ Tz} (5)

Figure 3: An example of manual localization of left (first row) and

right(second row) hippocampus in three sMRI (viewed on the sagittal

plane) that are used as the center of 8× 8× 8 cubes for generating

reference points. The reference points are selected from the cube by

a semi-random process. TVPs are generated on the reference points.

.

2. Data Augmentation

As training a convolution neural network required huge amount of data, we need

to augment the data set. We generate additional training data using 1) random

translation 2) generating three 32*32 slices in a reference point. This is especially

important as there are imbalanced number of AD,aAD, mAD and NC cases.

15



3. Ground Truth Preparation

Metric Learning: For metric learning we have selected pair of TVPs, say

(x1,x2). If both of them are associated in the same region then the label is 1(one).

If they belongs to different regions then the label is 0(zero).

Localization: We take a reference point by purposive sampling within the

range of image co-ordinates. Then we take TVPs centering the reference point.

We calculated the offset of hippocampus location from that reference points. This

offset were being used as ground truth for localizing the hippocampus in a given

image.

Classification: As training and testing of the models were performed with

TVPs, the data unit was consist of (x,y) pair, where x is a TVP and y is the

one-hot encoding of the class label.
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Algorithm 1: Algorithm for generating reference voxel positions from

an assumed solid cubic structure to produce TVP.
Input: H={H1,H2,H3, ....Hn}: Manual or Model predicted landmark

locations; The shape constants of the assumed solid centered at

the location feeds α,β ,γ

Output: R: a set of reference locations,(x,y,z)

1 R = {}

2 for each point Hr(hx,hy,hz) ∈ H do

3 Tx = rand(hx−α,hx +α,nx)

// rand(hx−α,hx +α,nx) returns nx number of uniformly

distributed random integers from the interval

(hx−α,hx +α)

4 Ty = rand(hy−β ,hy +β ,ny)

5 Tz = rand(hz− γ,hz + γ,nz)

6 R = R∪{∀(i, j,k)|i ∈ Tx, j ∈ Ty,k ∈ Tz}

7 return R
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III. LANDMARK SELECTION

Abstract The clinicians have known that certain regions of interest (ROIs) are

related to Alzheimer diseases (ADs). In this experiment we will find which regions

of interests are most significant in diagnosing AD and its prodromal stages. To

find the significant ROIs we have performed permutation test on the volumetric

measures of atlas-based segmented data of GARD datasets. We have found that

hippocampus, amygdala, insula, precuneus etc. are most significant ROIs for AD.

We also performed some literature review to justify that our findings.

A. Introduction

The clinicians have known that certain regions of interest (ROIs) are related to

Alzheimer diseases (ADs). The studies [26], [27] on the magnitude and spatial

pattern of AD acquired on histological or imaging data is useful for CAD based

AD-diagnosis from sMRI. There are studies which infer that AD affects specific

brain regions more than the whole brain in general. Some studies [28], [29]

illustrated that atrophy of the hippocampus due to AD. The entorhinal cortex was

also severely affected by this disease [30]–[32], .Ridha et. al. [33] mentioned

about expansion of the ventricles due to AD. There are volumetric changes in

amygdala [34], [35] and insula[36]–[38] in AD affected sMRI.

After selecting ROIs, AD-related characteristics features from each ROI can

be used for classification of the MRI into different stages of AD. The selection

of each ROI is the key to ROI-based analysis methods . We have considered

the statistical significance of volumetric measurement of 108 ROIs to select

the most important ROI. We have found hippocampus, is the most statistically

significant region for AD diagnosis. We verified our selection with clinicians

assumptions [26], [27] .
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B. Materials and Methods

In GARD cohort study, pure volume(P), intracranial volume(V) and cortical

thickness(T) of 108 ROIs were assessed. A global mean cortical thickness

measurement for each subject was also computed over the whole cortical surface.

These measures are of interest in neuro-degenerative diseases diagnosis. The

test-retest reproducibility of each quantitative measure was assessed. From these

108 regions, we have selected hippocampus region based on the distinguishing

capacity of the measures of the regions. The distinguishing capacity was

measured by p-value, which is obtained by applying permutation-test [39] on the

given data. The p-value tests the null hypothesis that PVT measures of a specific

region from two different groups of MRIs are identical.

Figure 4: ROI selection process; PT is permutation test.

.

If the p-value is large, there is no reason to conclude that the measurements

of the ROI differs for class C1 to class C2 (C1 and C2 are any two choice from

aAD, NC, mAD, ADD and C1!=C2). On the contrary, the small overall p-value

indicates that the differences we observed are unlikely to be happened from

random sampling. Then, we can reject the idea that data for the ROI in C1 and C2

groups are identical. Here C1 and C2 are considered as two different distributions

(class labels) for each of the 108 ROIs.
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Algorithm 2: Algorithm for ROI selection
Input: ROIList={Left Hippocampus, Right Hippocampus, Left

insula,...}: Volumetric analysis of GARD cohort

GroupList=ADD,aAD,mAD,NC V=Volume measures for each

ROI of each MRI

Output: R: a set of reference locations,(x,y,z)

1 p values = {}

2 for each region of interest ROI ∈ ROIList do

3 G = {}

4 for i = 1 toGroupList.length do

5 j = i+1

6 while j ≤ GroupList.length do

7 G∪{(x[i],x[ j])}

8 j = j+1

9 ind ROI P values f or di f f groups = {}

10 for i = 1 to |G| do

11 (Xa,Xb) = G.[i]

12 t = one sided Permutation Test(Xa,Xb)

ind ROI P values f or di f f groups.append(t)

13 p values.append(ind ROI P values f or di f f groups)

14 return p values
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Table 3: p-value measures for different Region of Interests (ROIs)

Serial No Region of Interest(ROI) p-value Serial No Region of Interest(ROI) p-value

1 Left Hippocampus 0.0001 9 Left Middle Temporal 0.0046

2 Right Hippocampus 0.0002 10 Left Entorhinal Cortex 0.0756

3 Left Insula 0.0014 11 Right Thalamus Proper 0.058

4 Right Amygdala 0.0007 12 Right Middle Temporal 0.051

5 Right Insula 0.0014 13 Left Thalamus Proper 0.0588

6 Left Amygdala 0.0076 14 Right Inferior Temporal 0.0346

7 Left Basal Forebrain 0.4438 15 Right Superior Temporal 0.0536

8 Left Superior Temporal 0.0078 16 Left Isthmus Cingulate 0.0334

C. Results

We have presented 16 ROIs according to the statistical significance. To perform

statistical analysis, we consider the quantitative analysis report of GARD dataset.

The reliability test of the data performed using Cronbach alpha [40]. We have

found the data as reliable with Cronbach alpha, α = 0.80219. Then, each category

of sMRI volume measures for each of the 108 ROIs was assumed as identical

distributions. Then, permutation test for each of the 108 ROIs in the dataset was

performed. We sorted the p-values in ascending order and selected the ROI with

least p-value considering the lower the p-value the more distinct two distributions

are. Table 3 demonstrated first 15 lowest p-valued regions. This gives us the ROIs

which strongly rejects our assumption about the volume measures. We keep the

same ROI for all binary classification tasks.

D. Conclusion

In this study we have selected most significant ROI by using permutation test of

atlas-segmented volume data of GARD database. The hippocampi were found

to be most significant ROI. Other important ROIs were observed as amygdala,

insula, precuneus, etc.
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IV. LEARNING HIPPOCAMPUS

EMBEDDING IN sMRI

Abstract: Hippocampus is a significant landmark for diagnosing neuro-

degenerative diseases. In this study, we have attempted to learn the embeddings

of this important bio-marker. The learned embeddings of hippocampus play

very significant role while we are performing region of interest based structured

magnetic resonance image processing. Along with their limitations in addressing

scalability issues, conventional metric learning methods for feature embedding

is known to lacking in capturing semantic similarity among the data under

study. For these reasons , we have trained deep Siamese convolutional neural

network for learning deep metric of hippocampus. We have exploited GARD

cohort dataset in our study. The input to the network was pair of three view

patches (TVPs) of size (32×32×3) which were generated from random locations

of the brain including hippocampi regions. The positive TVPs are those which

are generated from hippocampus location and the rest are negative examples. We

have achieved 98.72% accuracy in verifying hippocampus TVPs.

A. Introduction

Hippocampus, a structure of brain’s limbic system, is believed to be playing key

role in learning-process and memory [41]. Neuro-degenerative diseases causes

atrophy in volume and shape of this important structure [42]. Hippocampus looks

likes sea-horses as its name suggests [43]. In coronal section the shape is like a

peninsula of gray matter(GM) surrounded by white matter(WM) appearing both

the hemispheres. We have depicted hippocampus in the figure 5.

This structure under study is said to be an important biomarker for AD and
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Figure 5: Hippocampus in sagittal , axial and coronal view (from left

to right)

.

related diseases. So, this is of great importance to embed hippocampus features

and to learn a metric for verifying this important bio-marker. Rather than manual

feature extraction methods, we prefer deep metric learning for couple of reasons.

Firstly, deep metric learning is capable of finding similarity measures without

explicit description of features. Secondly, deep metric learning methods do not

require data to be heavily pre-processed. Thirdly, it is very easy to implement

and deploy a deep-net framework for wide area of applications ranging from

face verification to diseases prediction. Fourthly, zero shot and one shot learning

requires very small or no dataset for training the network. Finally, Most of the

machine vision problems solved by deep neural networks are showing state of the

art performance [44]. For example Face Net [45], Deep Face [46], etc. Machine

vision community concentrating in deep distance metric learning since the last

few years [47]–[49], and a lot of methods have been devised.
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B. Preliminary Concepts

Suppose we are given a dataset X. Two instances of the dataset are xi and x j.

If we want to measure the similarity or dissimilarity, we need to measure the

distance,d of these data points. To measure the distances we use distance metric.

Any distance measure needs to have following four properties to be a metric [50].

1. Nonnegativity: d(xi,x j)≥ 0

2. Symmetry: d(xi,x j)≥ 0

3. Triangular inequality: d(xi,x j)≤ d(xi,xk)+d(xk,x j)

4. Identity of indiscernible: d(xi,x j) = 0 for i = j

The commonly used distance metrics are variants of Chebyshev distance,

cosine similarity, bilinear similarity, geodesic distance, etc. But these primitive

metrics are sensitive to the scale and dimensions of the features. Furthermore,

these cannot use contextual side information for similarity calculation. As a

result, for most of the applications which uses these metrics do not provide

accurate results.

As an example in fig 6, the conventional metrics are not capable of concluding

that the semantically same objects are similar to each other as the semantically

different objects are dissimilar. So, we need metric learning algorithms which

will incorporate the internal properties of data set as well as consider the

user perspectives to find similarity and/or dissimilarity. Facing the limitation

of these primitive metrics which do not consider the human perception of

similarity/dissimilarity concepts, metric learning algorithms are developed.
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Figure 6: same colored bubbles are semantically similar where

different colors indicates that bubbles are semantically dissimilar.

Metric Learning Algorithm bringing the similar objects nearer while

pushing the semantically different object away.

.

The first metric learning algorithm developed by Xing et all in 2002 [51],

basically learns Mahalanobis matrix. The distance is defined by:

d(xi,x j) =
√

(xi− x j)T M−1(xi− x j) (6)

where M−1 is the Mahalanobis distance, which is a positive semi-definite matrix

that satisfies the metric conditions. The M−1 parameterizes the distance. When

M−1 is identity matrix, the distance is equivalent to Euclidean distance. The

Mahalanobis matrix M−1 scales the features and utilizes their correlations to

compute distances between data more effectively [44]

The main task of conventional distance metric learning algorithms is to learn

M−1 with the goal of minimizing a constraint cost function. These methods are

not powerful enough to capture the nonlinear relationship among data points

[52]. Kernel trick is capable of overcoming the problem and are being widely

used to implicitly transform the sample data points into a high dimensional

feature subspace. Metric learning methods then obtain a metric in the projected

feature subspace. In spite of getting feasible solutions, these methods suffer from
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the scalability problems as it is difficult to get the explicit nonlinear mapping

functions. However, deep metric learning algorithms are good at addressing

the nonlinearity and scalability problems which are main problems suffered by

conventional metric learning algorithms. The common mechanism of deep based

algorithms is to train a deep network for producing an embedding of each input

vector so that a loss function related to object distance is minimized. There are

several state of the art deep networks that are being used for metric learning. In

this study, Siamese network [20] has been used for learning the desired metric.

C. Materials

We have exploited GARD dataset in this study. There are 326 atlas-based

segmented sMRI images. We have randomly selected 20 sMRI for training, and

10 for testing. The intensities of the sMRI voxels are normalized so that the mean

is zero and variance is one. After normalizing the intensities, we have generated

16 positive TVPs and 16 negative TVPs from each sMRI. From the training TVPs

we have randomly selected 32 TVPs (16 positive and 16 negative) for creating a

database to be used for evaluating the model with the test set.

D. Methodology

In this study, we have deployed the Siamese network as depicted in figure 7

to learn the deep-metric which can differentiate TVPs of hippocampus from

non-hippocampi TVPs. The CNN consist of a pair of networks sharing same

weights and loss function. Siamese network learned a function which maps

input TVPs into a target space such that the Euclidean distance in the target

space approximate the semantic distance between the TVPs. The learning process
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Figure 7: Siamese network for metric learning

.

Figure 8: One channel in the twin of Siamese network for metric

learning

.

minimizes contrastive [53] loss function which ensures that the similarity metric

is small for pair of hippocampus-TVPs and large for distinct-region-TVPs. The

CNN works as the mapping function from input to target space. In each channel

of the twin,(as depicted in figure 8) there are four convolution layers and one fully

connected layer. There is a batch normalization layer after each convolution layer.

The last layer of the twin-CNN is the Euclidean distance between the feature

embedding of the two different networks.

We have used contrastive loss function for training DML network. The loss
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function is defined in equation 7

loss(y, ỹ) = yỹ2 +(1− y)[max(λ − ỹ,0)]2 (7)

Here, y is the actual distance(0 or 1) and ỹ is predicted distance between the

input pairs. λ (= 2)is used as a distance margin constraint. The constraint defines a

radius in target space around euclidean distance. Unlikely pairs have contribution

in the loss if their distance is within the defined margin.

E. Experimental Setup

1. Platform

We use the TensorFlow GPU 1.8, keeping Keras as the backend, on top of the

Python 3.6 environment. An Intel(R) Xeon (R) CPU E5-1607 v4 @ 3.10 GHz

with a 32 GB RAM machine was used. The GPU was NVIDIA Quadro M4000.

2. Dataset Preparation

We have generated two different sets of TVPs. The positive samples were

randomly produced from 4×4 cube centering at manually labelled Hippocampi

locations. The negative samples are produced from other regions of the brain.

We have generated 320 TVPs for each set. We have followed pair construction

algorithm described in [20]. The pair selection algorithm ensures keeping equal

number of similar pairs and dissimilar pairs for both training and testing. Input

data consist of a pair of 32× 32× 3 TVPs taken from positive and negative

samples. A sample for training is ([X1,X2],y) WhereX1,X2 are TVPs and y is

the label. y=1 if X1 is from the same regions as X2, 0 otherwise. For testing the

trained model, we have generated TVPs from the GARD segmented data set. We
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have used manually localized hippocampus locations for testing the model on

ADNI data set. We kept 16 random TVPS for each class i,e positive and negative

class from the training set to form the database. The TVPs in the database are

compared with the test TVPs for finding the dissimilarity scores. We have taken

the minimum distance score among all the scores for all TVPs in the database

and the label of the minimum scored database TVP was considered as the label

of test TVP.

3. Training

We have used contrastive loss function for training DML network. The distance

margin constraint in the contrastive loss is kept 2. The constraint defines a radius

in target space around Euclidean distance. Unlikely pairs have contribution in

the loss if their distance is within the defined margin. We have initialized the

weight by normal distribution with zero mean and standard deviation 0.01. The

biases were initialized for this network from normal distribution with different

mean (0.5) and same standard deviation (0.01). For fully connected layer we have

initialized biases differently i,e. the mean of the normal distribution was kept zero

with standard deviation 0.2. The optimizer used is Adam with a mini-batch size of

32 and initial learning rate is 0.001. The decay of learning rate was kept uniform

which is one-tenth if there is no update in the loss for consecutive three epoch.

The model has used grid search, to perform hyper-parameter selection. We have

trained the presented models for 150 epochs with a batch size of 32. 10-fold

cross validation on the training TVPs was performed. The training performance

of metric learning network is depicted in figure 9a .

The reason of the better validation performance than the training is that in
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(a)

Figure 9: Training and validation loss of deep metric learning

network

validation time the dropout layer and regularizers in different layers are turned

off. Another reason is that training loss is calculated as an average over all batch-

wise losses in each epoch. On the other hand, the validation loss is calculated at

the end of each epoch. So, in our case the validation loss is lower than the training

loss.

F. Results

For interpreting the score, we consider the multiplicative inverse of the Euclidean

distances yielded by the model. The additive factor 1 (one) prevents divide by

zero error. If the model output is y for any pair (X1,X2), we have transformed y

to Y according to equation 8.

Y =
1

1+ y
(8)

Here, y is the un-normalized Euclidean distance of (i.e., dissimilarity

between) two TVPs in the target space and Y is the normalized similarity score in
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the range [0,1]. This transformation makes sure the range of similarity is between

the interval [0,1] while do not altering the inverse relation between similarity and

dissimilarity. For testing the DML network we consider the accuracy in verifying

whether the TVPs are containing the hippocampus or not. If the minimum score

found with positive class database, we consider the test TVP was taken from

hippocampus region, And if the minimum score is found for negative class

database then the TVP under observation is considered non-hippocampi. Table

4 presents class label verification results along with confidence score of eight

TVPs from different sMRI scans from GARD data set. ANd table 5 represents

the same for ADNI data.

The accuracy of the model is calculated based on equation .

Accuracy =
T P+T N

T P+T N +FP+FN
(9)

Here, TP is the number of TVPs that are drawn from hippocampus regions

and matched with positive class database, TN is the number of TVPs that are

drawn from non-hippocampus regions and matched with negative class database,

FP is the number of TVPs drawn from non-hippocampi region but matched with

positive class database, FN is the number of TVPs drawn from hippocampus

regions but matched with negative class database. The total accuracy we have

achieved is 98.72% in finding the similar TVPs. We have provided 8 test TVPs

with similarity score. The distance scores are normalized to get the similarity

scores.

G. Conclusion

The deep distance metric learning algorithms so far are application dependent.

Each deep network performs well for one or some applications, while
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Table 4: Similarity scores (normalized) for eight different TVPs of

different sMRI from GARD dataset. The similarity indicates that the

presented TVP is similar to the related class in the stored database

with given confidence score.

MRI ID Center of

TVP

Actual Region Verified Region Confidence Score

14071906 77,127,82 Hippocampus Hippocampus 0.97

14051804 92,157,84 Hippocampus Hippocampus 0.89

14080210 66,159,95 Non-

hippocampus

Non-

hippocampus

0.96

17101603 82,141,80 Hippocampus Hippocampus 0.86

14051110 122,76,145 Non-

hippocampus

Non-

hippocampus

0.93

17092001 145,88,133 Non-

hippocampus

Non-

hippocampus

0.87

15031904 124,72,153 Non-

hippocampus

Non-

hippocampus

0.91

15031904 95,152,90 Hippocampus Hippocampus 0.82
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Table 5: Similarity scores (normalized) for five different TVPs of

different sMRI from ADNI data set. The similarity indicates that the

presented TVP is similar to the related class in the stored database

with given confidence score.

MRI ID Center of

TVP

Actual Region Verified Region Confidence Score

112538 75,130,88 Hippocampus Hippocampus 0.85

137298 82,152,79 Hippocampus Hippocampus 0.83

124940 46,159,105 Non-

hippocampus

Non-

hippocampus

0.82

132779 84,133,81 Hippocampus Hippocampus 0.81

112391 111,72,155 Non-

hippocampus

Non-

hippocampus

0.92

performance deteriorate for other applications. Despite their above-mentioned

limitation, the proposed Siamese network architecture provides robust accuracy

in learning hippocampus features. We have observed 98.72% accuracy in

verifying hippocampus TVPs by the proposed Siamese model. This achievement

has further application in sMRI processing.
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V. ROBUST LANDMARK LOCALIZATION

Abstract: Accurate landmark-localization in 3D structured magnetic resonance

imaging of human brain is a challenging problem. In this study, we have proposed

deep-metric aware cascaded Hough convolutional neural network approach for

localizing hippocampus in brain sMRI. The process combines three steps: 1)

rough estimation of the hippocampi location with the aid of a trained HCNN

model which accepts three view patches of size 128×128×3 from the spherical

surface centering the middle voxel of the sMRI. The output of HCNN is the offsets

of the hippocampi from the center of TVP. 2) The second step is the verification

of the locations by using a pair of deep metric learning network. 3) The last step

is to find the fine-grained locations by using a HCNN which takes TVPs from the

coarse-grained locations and yields offsets. From these offsets we computed the

final hippocampus locations. We observed that our method consistently produces

accurate hippocampus locations with mean localization error 1.04 mm and 1.37

mm for left and right hippocampus respectively. We have performed our analysis

on GARD dataset.

A. Introduction

Landmark localization in 3D medical imaging may be categorized into atlas-

based approaches and learning based methods. First one requires one or multiple

atlas with predefined regions and suffers from computing time and sometimes

accuracy. The second method deploys machine learning approaches to devise

a model and are demonstrating superior performance now-a-days. These types

of methods either depends on classification or regression tasks. Classification

models extract patches from a voxel and classifies it as a landmark or not while

regression-based methods develop regression model to predict 3D displacement
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from a local voxel to a target voxel by learning the non-linear relationship

between these two voxel features. The last one created the hope of using any

local patch for estimating a potential landmark position from given local image

patches. There are methods which considers global information along with local

correlations. Jung et. al. proposed two stage hough convolutional neural network

[54] considering both local and global correlation. But global predictions are

not verified whether the model providing the expected landmark offsets. In this

study we are proposing deep metric based verification strategy to perform robust

localization.

B. Methods

Our localization involves three tasks.

1. Rough Estimation: Prediction of offset from the level one network which

takes large scale TVP input. We name it far jump hough convolutional

neural network(FJCNN). As our CNN predicts the offsets just like hough

forest by learning the geometric shape of the hippocampus we name it

hough-CNN.

2. Confirmation: Similarity measure with aid of learned metric whether the

TVP generated from predicted offset is significant, i,e whether the offset

is really indicating the hippocampus location. If not the previous step is

repeated with next random TVP. The random reference point is generated

from the spherical surface.

3. Fine Tuning: Second level CNN in the cascaded structure predicts the offset

from the average predictions from the neighboring TVPs of the location
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generated from the previous prediction.

1. Far Jump Hough Convolutional Neural Network

The network is depicted in figure 10. FJHCNN architecture was chosen by

inspiring from [55]. The network consist of eight convolution layers, four max

pooling layers, five batch normalization layer. The flatten layer follows two dense

layers. The first dense layer is followed by a dropout of 0.25. The input to this

model is TVPs of size 128× 128× 3. A sphere of radius 8 was assumed and

random locations were produced from the surface of the sphere to produce TVPs.

The network predicts initial estimates of the offsets from the center of TVPs.

Batch normalization and dropout layers limits the chance of over-fitting. The

TVPs used in this level contain almost all the 2D-slice in axial, coronal and

sagittal views excluding the boundaries. So, the FJHCNN reasonably capable of

predicting the offsets. But if the hippocampus is not present in the TVPs it is hard

to learn the geometric correlation with its neighboring structures. We have used

leaky relu as activation function for all the convolution layer with α = 0.3 In the

first fully connected layer we have used tanh as the activation. In the last layer we

have used leaky relu with α = 0.9 which is almost same as linear activation.

2. Verification with Deep Metric

The FJHCNN provides a pair of offsets which are associated with left and right

hippocampi locations. After computing the locations from theses offsets ,TVPs

of size 32×32×3 are from the locations. Then, separate verification is conducted

for left and right hippocampi. The verification data cosist of hippocampii-TVPs

from diverse classes(ADD,NC,aAD,mAD) and genders. The siamese net tells
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Figure 10: Far Jump hough convolutionl neural network(FJHCNN).

The network roughly predicts the offsets of the left and right

hippocampus from the center of Three view Patch(TVP)

.

the significance of the proposed locations by yielding similarity score aand

association with the class label(hippocampus/ non-hippocapus). If the associated

class label is hippocampus then the predictions of FJHCNN are queued for

further processing. If associated class label is non-hippocampus then next run

of FJHCNN were conducted to get new predictions.

3. Short Jump Hough Convolutional Neural Network

The network is depicted in figure 11. The network consist of five convolution

layers, two max pooling layers, three batch normalization layers. The flatten

layer follows two dense layers. The first dense layer is followed by a dropout

of 0.25. The input to this model is TVPs of size 32 × 32 × 3. A cube

of size 8 × 8 × 8 was assumed centering on the FJHCNN-predicted voxel

locations. From the cube, Gaussian random voxel positions were generated by

algorithm refreferencePointGenerationAlorithm. This network predicts fine-

tuned estimates of the offsets from the center of TVPs. Batch normalization and

dropout layers limits the chance of over-fitting. The TVPs used in this level

considers local correlation between landmark location and its neighboring voxels.
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The models learn the geometric correlation with its neighboring structures. The

activation function used in this network follows same pattern of FJHCNN.

Figure 11: Short

Jump hough convolutionl neural network(SJHCNN). Two different

network of this kind predicts fine tuned offsets of the left and right

hippocampus from the center of three view patch(TVP)

.

Figure 12: Hippocampii localization using CNN and deep metric

learning

.
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C. Experimental Setup

1. Platform

We use the TensorFlow GPU 1.8, keeping Keras as the backend, on top of the

Python 3.6 environment. An Intel(R) Xeon (R) CPU E5-1607 v4 @ 3.10 GHz

with a 32 GB RAM machine was used. The GPU was NVIDIA Quadro M4000.

2. Training Dataset Preparation

We have performed the localization task on GARD dataset. Data preparation for

different tasks involved in the whole process is described below.

For the first level CNN, we have assumed a sphere of radius 8 centering

at the middle voxel of the MRI scan. Then, we have generated TVPs , from

the voxels on the surface of the sphere. We have selected the spherical surface

to ensure that TVPs generated from some voxels might contain hippocampus.

For each TVP there is an associated offset which indicates the distance of the

hippocampus in each direction from the center of TVP. The size of the TVPs

are 128×128×3. The ground truth is alh(x,y,z),arh(x,y,z) which represent the

offset of hippocampii from reference point r(x,y,z). Input to first level CNN a

TVP of size 128×128×3)

For the second level CNN, we have manually localized hippocampus

locations with the aid of expert physician. Sample locations are presented in

figure 13. We have considered a cube of size 8× 8× 8 centering the manually

localized voxel. Then, we have generated TVPs and offsets from the voxels inside

the cube by using algorithm 1. The size of the TVPs are 32×32×3. The ground

truth are (alh(x,y,z) or arh(x,y,z)) which represent the offsets of hippocampii

from reference points (rlh(x,y,z) or rrh(x,y,z)) .
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(a) (b) (c)

Figure 13: An example of ground-truth locations of hippocampus in

three sMRI (viewed on the sagittal plane).

3. Training

We have initialized the weight by normal distribution with zero mean and

standard deviation 0.01. The biases were initialized for this network from normal

distribution (mean: 0.5 and standard deviation: 0.01). For fully connected layer

we have initialized biases differently i,e. the mean of the normal distribution was

kept zero with standard deviation 0.2. Adam optimizer was used with a mini-

batch size of 32 and initial learning rate 0.001. Other parameters were kept in

default settings of the original paper of Adam.

We have used heterogeneous learning rate for different layers of the model.

The decay of learning rate was kept uniform which is one-tenth if there is no

update in the loss for consecutive three epoch.

The models were trained for 150 epochs.

For FJHCNN and SJHCNN networks we have used mean squared error as

the loss function described in the equation 10. The FJHCNN network receives a

TVP and a pair of offsets (alh
x ,a

lh
y ,a

lh
z ) and (arh

x ,arh
y ,arh

z ). It yield a pair of offsets

(plh
x , plh

y , plh
z ) and (prh

x , prh
y , prh

z ).
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(a) (b)

Figure 14: Training loss of (a) Far Jump HCNN (b) Short Jump

HCNN

The SJHCNN network receives a TVP and an offset (alh
x ,a

lh
y ,a

lh
z ) or

(arh
x ,arh

y ,arh
z ) for left or right hippocampus respectively. It yield an offset

(plh
x , plh

y , plh
z ) or (prh

x , prh
y , prh

z ) for left or right hippocampus respectively.

mse =
∑

batchsize
i=1 (ai− pi)

2

batchsize
(10)

Here, batchsize = 32 is the number of input-output pair in a batch and ai and pi

are tuples representing actual offsets and predicted offsets.

The training performance of both the networks are depicted in figure 14a and

14b

D. Performance Analysis

The output of the networks were added with the center of TVPs for which the

offset is predicted by the network. Then, we have found the location of the

landmark. To calculate the error we have consider the euclidean distance between

the manually identified locations and the calculated locations. The predicted

locations are calculated using equation 11:
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Table 6: Test error in millimetre(mm) for hippocampus localization.

MRI Scan
Left Hippocampus Right Hippocampus

Average Error of

1st Level CNN Model

Error of

2nd Level CNN Mode

Average Error of

1st Level CNN Model

Error of

2nd Level CNN Mode

14050407 3.63 1.74 2.29 1.36

14062105 3.52 0.54 3.87 1.75

15031902 2.92 0.61 2.25 1.09

15031904 3.86 1.63 1.86 0.63

16050301 3.72 1.26 3.55 1.72

16061303 3.19 0.68 2.11 1.36

14092401 3.67 0.89 3.92 1.82

14092707 2.85 1.57 3.67 1.69

15031905 3.51 1.13 3.57 0.84

15032504 3.02 0.32 2.93 1.31

Average 3.39 1.04 3.00 1.357

standard deviation 0.34 0.48 0.76 0.37

plx = px + rx (11a)

ply = py + ry (11b)

plz = pz + rz (11c)

The error was calculated using equation 12

error =
√

(alx− plx)2 +(aly− ply)2 +(alz− plz)2 (12)

For localizing left hippocampus the average error of the first level CNN

network was 3.39±0.34 mm while the error is 3.00±0.76 for right hippocampus.

The average error for the second level CNN for left hippocampus was 1.04±0.48

mm and for right hippocampus it was 1.357±0.37 mm. Table 6 shows the detail

results of our experiment.
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E. Conclusion

Siamese network along with cascaded HCNN provides robust localization

performance . Our proposed pipeline demonstrated 1.04± 0.48 mm error for

localizing left hippocampus and 1.357 ± 0.37 mm error in localizing right

hippocampus. The performance of the model is seemed to be invariant to

geometric transformation of the sMRI scan.
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VI. PATCH-BASED CLASSIFIERS FOR

ALZHEIMER DISEASE DIAGNOSIS

Abstract: The state-of-the-art techniques either consider multimodal or

unimodal-sMRI for diagnosing AD and its prodromal stages. Despite their over

human-level accuracy, collecting data for these methods are time consuming,

expensive and some modalities are harmful as these may have radioactive side

effects. This study is confined to hippocampus regions in structural magnetic

resonance imaging (sMRI). The objectives of this attempt are as follows: to

increase the accuracy level that is comparable to the state-of-the-art methods;

to overcome the over-fitting problem, and; to analyze the performance of

hippocampal features for AD diagnosis. To achieve the objectives, at first, we

localized the hippocampus, then, incorporate ensembles of simple convolutional

neural networks (CNNs) for classifying different stages of AD. We deployed a

patch-based classification approach as it is fast to train, simple to implement, and

flexible enough for easy deployment. We have performed our experiment on the

Gwangju Alzheimer’s and Related Dementia (GARD) cohort dataset prepared by

the National Research Center for Dementia (GARD), Gwangju, South Korea. We

localized the left and right hippocampus and fed three view patches (TVPs) to the

CNN after the preprocessing steps. We achieve 90.38% accuracy.

A. Introduction

Recently, patch-based techniques are widely being used in medical imaging.

Its applications areas span from segmentation, noise removal, super-resolution,

anomaly detection, disease diagnosis to image synthesis and many more. From

the inspiration of these wide range of applications, we have used three view
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patches (TVPs) from the ROI of the sMRI for diagnosing AD and its prodromal

stages. The TVP-representation of the ROI is in between the whole sMRI

and localized voxels representations. This representation scheme was observed

to be successful in metric learning and localization as presented in previous

experiments of us. Here we use the same representation for classification of sMRI

scans into different class labels.

In our classification task, we have used three view patches(TVPs) for

following reasons:

1. TVPs are in between of whole sMRI-based global representation and

individual voxel based local information.

2. It is well known that CNNs are highly susceptible to the sample size.

The more samples we have from each class, the more accurate the CNN

performs. Classification accuracy is subject to the discriminating features

among the available classes [56]. The availability of discriminating

features of a class depends on the number of samples from the class. The

main problem of AD diagnosis is the scarcity of data. We have a limited

number of samples from each class. This scarcity of data may lead to an

over-fitted model. Therefore, we deployed a patch-based classifier which

facilitates generating a sufficient number of patches for training.

3. Patch-based processing assists us designing simpler CNN model.

4. Successful deployment of patch-based classifiers in [57], [58] and [57],

[59]–[62] inspired us attempting the experiments with TVPs.
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B. Patch-based Classifiers

The proposed pipeline is depicted in figure 15. Our framework consists of three

individual models for generating decision scores on individual patches, followed

by a score aggregator and final classifier.

After collecting data, we performed the preprocessing tasks, as stated in

the previous studies. Then, we performed localization of the left and right

hippocampus, which we consider as the ROI for our experiment. Then, from the

ROI, we generated TVPs of size 32×32×3 or 64×32×3. TVPs along with the

labels of MRI are considered as a data unit to feed into the CNN. The CNN is

trained to predict individual TVPs as one of the given classes. Number of TVPs

generated for a ROI is the sample size for training and validation of a patch-based

classifier. So, we can generate large number of samples for training that leads to

mitigate data scarcity problem. We trained three individual models with these

generated patches. The CNNs are trained to predict individual TVPs as between

two given classes.

The input to the CNN is a 32× 32× 3 TVP. The output is softmax score

of [C1 C2]
T which is a classification score of the TVP. C1 and C2 may be

aAD, mAD, NC, ADD and C1! = C2. The kernel sizes of the convolutions layers

were less than or equal to 7×7 to extract detail information about the ROI under

consideration. The activation function in the convolution layers were rectified

linear unit (ReLU) [63]. Pooling operation [64] down samples the patches by

a factor of specified stride. To enforce normally distributed output of each

convolution layer, we use batch normalization [65] before these layers.

The output of the last convolution layer is the feature embedding of the

ROI under observation. These features are flattened and then feed to the fully
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connected layers for classification purpose. We deployed dropout [66] of 0.25 in

the first fully connected layer. The last layer activation was softmax [67]. The

loss function was cross-entropy. Xavier initialization [68] technique was used

for initializing weights. For optimization, we used Adam optimizer [69] with its

default settings.

At first, we designed the classifier for left hippocampus. Then, the same

bare architecture was trained for right hippocampus classification. As the input

size is different for both hippocampi classifier (i.e., LHRH model), we had to

tweak the architecture of the related model. The performance of each model

was measured individually. These three models were then added together, and

a SoftMax classifier was used for the final distinction.

The proposed pipeline is depicted in Figure 15. Our framework consists of

three individual models for generating decision scores on individual patches,

followed by a score aggregator and final classifier.

1. CNN for the single Hippocampus

The model for the single (left or right) hippocampus classification is presented in

figure 17. We tried different structures and hyper-parameters. We determined the

proposed network after several trials. There are three convolution layers and two

fully connected layers in the model. Each convolution layer and fully connected

layer are preceded by batch normalization excluding first and last layers. First

and second convolutions are followed by the average pooling layer. The inputs are

normalized previously. Before the last fully connected layer, we used a dropout of

0.25, which converges the training process faster and increases the accuracy. The

output of the last convolution layer is the feature embedding of the hippocampus
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Figure 15: Input to the localization phase is the preprocessed sMRI.

The output of this phase is a pair of 3D locations for left and

right hippocampi. TVP Generation phase uses these locations as

center of a cube of size 8× 8× 8 for generating TVPs. The size of

the TVPs produced from the left hippocampus (TVPLH) and right

hippocampus (TVPRH) is 32×32×3; the size of merged TVP from

both the hippocampi (TVPLHRH) is 64× 32× 3; left hippocampus

classifier (LH-Model) and right hippocampus classifier (RH-Model)

are pretrained CNN models that take TVPs as input and yields

a softmax score for each TVP; both hippocampi classifier(LHRH-

Model) is another pretrained CNN model that takes TVPLHRH of

size 64× 32× 3 and yields a softmax score; The scores are summed

up and normalized by a softmax classifier in stacking layer to obtain

the final label.

.
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Figure 16: Convolutional neural network(LHRH Model) for

classifying merged TVP(LHRHTVP)

.

Figure 17: Convolutional neural network(LH Model or RH Model)

for classifying LHTVP or RHTVP

.

region under study(i,e., left or right hippocampus). These features are further fed

to the fully connected layers to classify C1 versus C2. Adding a dropout of 0.25

in the first fully connected layer improved the accuracy.

We used softmax as the last layer activation and cross-entropy as the loss

function. The Adam optimizer [69] and Xavier initialization [68] were used.

The exponential decay rate for first and second moment estimates are 0.9 and

0.999 respectively. The architecture and structural details of the proposed CNN

are noted in Table 17. Total number of trainable parameter in the network is

105,826. The architecture and structural details of the proposed CNN for the right

hippocampus classification are noted in figure 17. Total number of parameters in

the network is 100,197 among which 99,925 parameters are trainable.
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Figure 18: To prepare training and testing samples (of size 64×32×

3) for the patch-based left and right hippocampus classifier (LHRH

model), each TVP (of size 32× 32× 3) from the left hippocampus is

merged with the corresponding TVP (of size 32×32×3) of the right

hippocampus.

.

2. CNN for the both hippoicampi Classification

The architecture of the proposed CNN for the classification of both hippocampi

is shown in Figure 16. There are seven convolution layers. Each follows batch

normalization and/or drop out. It takes input of size 64× 32× 3. We merged

the TVPs of size 32× 32× 3 from the left and right hippocampus to generate

these input patches. We illustrate the merging operation in Figure 18. The output

of the seventh convolution layer is the feature embedding of the hippocampus

region. These features are further fed to the fully connected layers to classify

AD versus NC. The total number of parameters for this network is 409,666. The

Adam optimization [69] and Xavier initialization techniques [68] were used in

this model.

3. sMRI Classification

We have considered individual sMRI classification with the aid of algorithm 3.
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Algorithm 3: Algorithm for Ensemble Decisions
Input: Data: MRI Image Volume; RL,RR: two sets of reference

locations,(x,y,z) for left and right hippocampus, respectively.

Output: DS(DS[C1],DS[C2]): Decision scores of an MRI

Data: Let N = |RL|= |RR| be the number of patches sampled from a

hippocampus of an MRI. LHMODEL(), RHMODEL(),

LHRHMODEL() returns the decision scores for individual TVPs

as (s[C1],s[C2])

1 tvplh = TV P Generator(RL)

// TV P Generator(RL) returns 32×32×3 TVP centering at

the locations ∈ RL

2 tvprh = TV P Generator(RR)

3 tvplhrh = merged TV P Generator(RL,RR)

// merged TV P Generator(RL,RR) returns TVPs of size

64×32×3 generated from pairs of TVPs of size 32×32×3

centering at the pair of locations (l,r). Here l ∈ RL ,

r ∈ RR and the function for mapping the corresponding

locations is, F : RL→ RR is one to one and onto.

4 sl = LHMODEL(tvplh)

5 sr = RHMODEL(tvprh)

6 slr = LHRHMODEL(tvplhrh)

7 score[C1] = ∑
m∈{l,r,lr}

|N|

∑
i=1

s(i)m [C1]

8 score[C2] = ∑
m∈{l,r,lr}

|N|

∑
i=1

s(i)m [C2]

9 DS[C1] =
escore[C1]

escore[C1] + escore[C2]

10 DS[C2] =
escore[C2]

escore[C1] + escore[C2]

11 return DS
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For each of the TVPs (x1,x2,x3, ...xn) if the model predictions are

(y1,y2,y3, ...,yn = Y1) where each yi; i ∈ 1,2,3, ...,n represents two different

scores yC1
i and yC2

i in favor of class C1 and C2.

YC1 =
n

∑
i=1

yC1
i (13a)

YC2 =
n

∑
i=1

yC2
i (13b)

YC1
mri =

eYC2

eYC1 + eYC2
(14a)

YC2
mri =

eYC2

eYC1 + eYC2
(14b)

Here, equation 13 aggregates all the decision scores in favor of C1 and C2

class label respectively . These scores are softmax normalized in equation ref 14.

The scores for the class label of aAD and mAD are also determined in the same

way. Equation 14 determines the label of MRI.

C. Experimental Setup

1. Data set Preparation for Patch-based CNN Classifiers (PBCNNC)

For any given sMRI X1 with label Y1 , at first, we have performed the

localization of the ROIs (here hippocampus) in the pre-processed sMRI. Then,

from the localized regions, we have generated TVPs (x1,x2,x3, ...xn) with

label(y1,y2,y3, ...,yn = Y1). We have done this for all sMRI in the data set for
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Figure 19: Ground truth preparation for patch-based convolutional

neural network classifiers(PBCNNC)

.

training and testing. The process of preparing the dataset for PBCNNC is depicted

in figure 19

2. Data set separation

From the ADNI dataset, we consider only those subjects whose disease status

remains the same over different MRI scans. We have selected a total of 60

subjects from our dataset. For each subject, there are different MRI scans. We

separate the training, testing and validation set in such a way that the conjunction

of any two sets, keeping the subject ID of MRI scans as the key, yields the null

set. This ensures the prevention of data leakage. We also ensure that MRI scans

from each class are uniformly distributed among the three sets to address the class

imbalance problem. We keep 60% of MRI scans as the training set, 20% for the

test set and 20% for the validation set. We augmented the data of each class by

applying shearing, re-scaling and zooming of the patches.

All the MRIs in the GARD dataset are baseline MRI scans, so we did not need
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to separate the MRIs according to patients. We divided the dataset into training,

validation and a test set according to the procedure that we followed for the ADNI

dataset separation. We also applied the same data augmentation techniques to the

GARD dataset.

3. Platform

We use the TensorFlow GPU 1.8, keeping Keras as the backend, on top of the

Python 3.6 environment. An Intel(R) Xeon (R) CPU E5-1607 v4 @ 3.10 GHz

with a 32 GB RAM machine was used. The GPU was NVIDIA Quadro M4000.

4. Training

For patch-based classification, we trained different architectures with different

hyper-parameters. The presented models were trained for 20 epochs with a batch

size of 32. We followed the 60-20-20 approach for using sample patches for

training, validation and testing. We started the training with a learning rate of

0.001. If the validation loss stopped improving for 3 consecutive epochs, we

reduced the learning rate by a factor of 10. It was observed that the learning

rates were between 0.001 to 0.0001. The default parameter settings were used for

the optimizers, regularizers and constraints.

We used 3-fold cross-validation for training the PBCs. Every other settings

are as like [58]. At first we have trained the bare model for AD/NC classification.

Then, we re-trained the model for AD/aAD. The AD/aAD model was retrained

for AD/mAD classification task. This model was retrained for classifying mAD

vs aAD . Then, we retrained the previous model for diagnosing aAD from NC.

58



D. Results

We have evaluated 6 different models trained for six different classification tasks

for each of the TVP type(left, right and merged). The evaluation outcomes are

summarized in table 7. The reported results were found by feeding a balanced

number of samples from each pair of classes.

1. Evaluation Metric

For evaluating the model performance we have considered equations 15, 16 17,

18

accuracy =
T P+T N

T P+T N +FP+FN
(15)

precision =
T P

T P+FP
(16)

recall =
T P

T P+FN
(17)

f 1 score = 2× precision× recall
precision+ recall

(18)

Here, TN, TP, FN and FP are acronyms for the number of model-predicted true

negative, true positive, false negative and false positive samples, respectively.

For evaluating each model, we used an individual TVP as a sample. We

generated TVPs from each ROI from test MRIs . We feed TVPs to the patch-

based classifiers to obtain the decision scores for each individual TVP. If the

obtained score is greater than 0.5, we labeled the MRI as class 1; otherwise, we

labeled it as class 2.
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Table 7: Classification performance of left and right Hippocampi

based features on GARD database

ROI AD/NC AD/mAD AD/aAD mAD/aAD mAD/NC aAD/NC

LH 84.31 78.26 82.61 73.33 79.07 54.76

RH 82.35 78.43 80.39 72.55 79.07 53.49

LHplusRH 88.24 83.33 87.50 80.00 81.40 56.29

Ensemble 90.38 87.50 82.61 80.00 82.35 57.14

2. Left Hippocampus Region-based Classifiers:

For the left hippocampus features, we have observed 90.73% accuracy in

classifying AD over NC. The precision and recall for this ROI is 90.17% and

90.90% respectively. The f1-measure performance was 90.47%. The figure 20

demonstrates the classification performance of all pair of classes. We observed

that left hippocampus atrophy demonstrated superior distinctive features for

diagnosing AD and its pro-dromal stages than others regions. We have also

observed that left hippocampus provides very little or no decisive features for

aAD diagnosis over NC. The diagnostic accuracy of mAD subjects from AD,

aAD and NC classes are 84.77%, 73.51% and 78.15% respectively.

3. Right Hippocampus Region-based Classifiers:

The right hippocampus model accurately diagnosed 86.75% of the MRIs .

86.12% was correctly diagnosed as AD-affected, and a total of 86.78% of

the AD diagnosed MRIs are actually AD affected. This region was observed

to classify mAD MRI form aAD and NC with a nearly 70.20% and 78.81%

accuracy,respectively; though the classification performance between aAD and
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Figure 20: AD/NC, AD/mAD, AD/aAD, mAD/aAD, mAD/NC and

aAD/NC classification performance based on test TVP generated

from left hippocampus(LH)

.

NC is 54.30%.Right hippocampus also provided useful information to classify

AD vs mAD with yielding 82.12% of accuracy. AD vs aAD classification

performance was observed to be 84.56%.

Figure 21: AD/NC, AD/mAD, AD/aAD, mAD/aAD, mAD/NC and

aAD/NC classification performance based on test TVP generated

from right hippocampus(RH)

.
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Figure 22: AD/NC, AD/mAD, AD/aAD, mAD/aAD, mAD/NC and

aAD/NC classification performance based on test TVP generated

from both the hippocampi

.

Figure 23: AD/NC, AD/mAD, AD/aAD, mAD/aAD, mAD/NC and

aAD/NC classification performance based on ensemble classifiers

.

4. Both Hippocampi Region-based Classifiers:

The diagnostic accuracy from the merged-TVPs of both the hippocampi was

observed to be better than single hippocampus-based experiments. The reason

may be that the combined TVPs provide more distinctive information.

This model accurately diagnosed 88.24% of the test sMRIs.By this model

86.12% was correctly diagnosed as AD-affected, and a total of 86.78% of the
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AD diagnosed MRIs were actually AD affected. This model was observed to

be classify mAD MRI form aAD and NC with a nearly 80.00% and 81.40%

accuracy,respectively; though the classification performance between aAD and

NC is 56.29%. Combined TVPs also provided useful information to classify

AD vs mAD with yielding 83.33% of accuracy. AD vs aAD classification

performance was observed to be 87.50%.

5. Ensemble Classifiers:

After training and evaluation all 18 different models we have stacked the

outcome of each 3 models which shares the same objective. We have found that

ensembling the scores of three different models improves the diagnostic accuracy.

From the ensemble model, we achieved 90.38% accuracy in classifying AD

over NC. The precision and recall of this are 88.32% and 89.58% respectively.

The f1-measure performance was 88.90%. The figure 23 demonstrates the

classification performance of all pair of classes. We observed that the ensemble

model demonstrated superior performance in classifying AD and its pro-dromal

stages. We have also observed that hippocampus provides very little or no

decisive features for aAD diagnosis over NC. The diagnostic accuracy of

mAD subjects from AD, aAD and NC classes are 87.50%, 80.0% and 82.35%

respectively.

E. Conclusion

This study provides an efficient framework for AD diagnosis from brain sMRI.

We have observed that the hippocampus, which is known to be one of the

most affected clinically studied biomarkers for AD detection, is providing
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significant features to diagnose AD and its prodromal stages. For the two different

hippocampi in the brain, we have deployed two patch-based classification

models. However, deployment of another model for classifying both hippocampi

increases the performance. We then designed ensemble models for an improved

classification outcome. We designed the CNN classifiers based on TVPs on the

semi-randomly generated locations in the vicinity of the hippocampus region

localized by metric-aware hough convolutional neural network. This approach

facilitated generation of the necessary data for training and testing. After

sufficient training, we combined the models to obtain the expected accuracy

(90.38% for GARD), which is comparable to the models designed in the sMRI

modality.
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VII. RELATED WORKS

A. Introduction

There are different approaches for analyzing sMRI to detect AD which varies

from traditional machine learning techniques to modern deep learning methods

[70]. In traditional machine learning methods, handcrafted features from voxels,

regions or patches are extracted and then a classifier is used to classify the

label of the sMRI [71]. The main problems are i) handcrafted features may

not well co-ordinated with classifiers which may leads to sub-optimal diagnostic

performance, ii) specific regions/patches may not provide adequate information

which may characterize the global brain structural information. The deep learning

methods address the first problem by automatically extracting features despite

processing the whole brain which is computationally expensive. Accepting the

second limitation as true, we have considered the heuristics from clinicians

as well as volumetric analysis obtained from atlas-based segmentation study

in GARD database about the more responsible regions for AD diagnosis. The

primary goal of us to investigating the sMRI as a dignostic modality for aAD. We

also have verified the suspicions of clinicians about the significance of the stated

pre-defined regions in diagnosing AD by using deep learning methods. In our

study, convolutional neural networks based classifications models showed state-

of-the-art AD-diagnostic performance based on automatically extracted features

from predefined ROIs.

The studies [26], [27] on the magnitude and spatial pattern of AD acquired

on histological or imaging data is useful for CAD based AD-diagnosis from

sMRI. The prior knowledge about AD affects brain regions , such as atrophy

of the hippocampus [28], [29], the entorhinal cortex [30]–[32], expansion of the
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ventricles [33], and volumetric changes in amygdala [34], [35], insula [36]–[38]

are considered for our experiments.

Three view patches of these important regions containing discriminatory AD-

related information are then used for training the CNN. In this study, we propose

a simple 2D-CNN models to extract discriminating information from three view

patches of specific predefined-regions, then a softmax classier is used for binary

classifications of each TVP.

The structural variation between the hippocampus, one of the structures of

the medial temporal lobe, of AD and healthy individuals studied intensively and

found to go through severe structural changes in AD individuals.

Therefore, features of this region is sometimes used directly for classifying

the subjects into normal and diseased classes. Regions of interest (ROIs)

based approaches to measure anatomical atrophies of brain MRI are

(becoming) popular for automatic AD diagnosis. After selecting ROI, AD-related

characteristics features from each ROI can be used for classification of the

MRI into AD/NC/MCI. The selection of each ROI is the key to ROIs based

analysis methods. We have considered the statistical significance of volumetric

measurement of 108 ROIs to select the top most important ROIs. We have

found hippocampus, amygdala, insula, isthmus cingulate as more statistically

significant. This study confine to hippocampus feature-based classification only.

B. Comparison

There are studies based on the conventional machine learning techniques which

focused on developing models to detect anatomical and functional disorders

due to AD in human brain [72]–[78]. These methods have primarily relied
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on manually designed features, which heavily depend on professional expertise,

require repeated trials, and tend to be time-consuming and subjective processes.

However, as the cause of AD is not completely understood, designing robust

analysis methods for effective hand-crafted features using medical experts’

knowledge is a challenging task. In contrast, deep learning is capable of

automatically learning input features from a large set of training data. Many

previous studies were conducted to further explore CNN architectures dedicated

to generating robust AD features.

Gupta et. al. [79] used cross-domain features to represent MRI data. They

deployed a stacked autoencoder (SAE) to learn a set of filters from natural image

database and then applied a CNN to obtain a more effective feature representation

for AD classification. Despite being very simple, they showed high classification

performance in comparison with contemporary approaches. Liu et al. [80] also

proposed an SAE-based multimodal neuroimaging feature learning algorithm

from a region of interest (ROI) for AD diagnosis. This framework uses a zero-

masking strategy for data fusion to extract complementary information from

multiple data modalities.

Brosch et al. [81] learned a low-dimensional manifold of brain volumes

with a deep belief networks (DBN) algorithm to detect the modes of variations

that correlate to demographic and disease parameters for AD. Their primary

contributions are following: 1) they introduced a much more computationally

efficient training method for DBNs that allows training on 3D medical images

with a resolution up to 128× 128× 128, and 2) they demonstrated that DBNs

can learn a low-dimensional manifold of brain volumes that can detect modes of

variations.

Payan et al. [82] used a sparse auto-encoder to learn feature embedding and

68



then feed these embeddings to a convolution neural network for AD classification.

The authors built a learning algorithm that is able to discriminate between healthy

brains and diseased brains using sMRI images as input. They investigated a class

of deep artificial neural networks and a specific combination of sparse auto-

encoders and CNNs. The main novelty of their approach is to use 3D convolutions

on the whole MRI image. Li et al. [83] proposed a robust multitask deep learning

framework using a dropout [66] and stability selection technique to improve the

ROI feature representation for AD/MCI diagnosis.

Shi et al. [15] developed a robust deep learning framework for multimodal

AD diagnosis from sMRI and PET scans. They applied principal component

analysis (PCA) to obtain features and then utilized a stability selection technique

together with the LASSO method [14] to select the most effective features. The

selected features were then feed to the deep learning structure. Unsupervised

training was performed for initializing model weights in the deep structure and

then fine-tuned by AD patient labels. During the fine-tuning phase, the dropout

layer was deployed to enhance the model’s generalization capacity. Finally, the

feature representations was used for classifying AD/MCI by a support vector

machine (SVM).

Visual inspection of neuro-imagery is not effective in identifying minor

structural and metabolic changes as it is susceptible to the limitation of human

eye and others related factors like subjectivity and experience and expertise of the

clinicians. Automatic methods have been shown to be equally or more effective

than clinicians in diagnosing AD from neuroimages [84]

Chincarini et al. [85] considered the textural and statistical features of the

perirhinal cortex, hippocampus, entorhinal cortex and parahippocampal gyri. A

random forest classifier was deployed for analyzing the features of each region to
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extract the relevant ones, which were subsequently processed with supprot vector

machine(SVM) for prediction of AD conversion. They have used ADNI database

and their experiment showed 97% AD vs NC and 92% mAD vs NC classification

accuracy.

Tang et al. [86] used shape diffeomorphometry of the left and right amygdala,

thalamus, caudate, putamen, hippocampus, globus pallidus, and lateral ventricle

for prediction of AD progression using LDA. The authors experimented on ADNI

dataset. The accuracy was 74.77% for stable mild cognitive impairment(sMCI)

vs progressive mild cognitive impairment(pMCI).

Gerardin et al., 2009 [87] presented a method to automatically classify

between AD patients from mild cognitive impairment (MCI) and elderly

controls(NC) subjects. The authors used spherical harmonics (SPHARM)

coefficients to represent the shape of the hippocampi. SPHARM coefficients

are then feeded to the SVM for classification. A bagging strategy is used to

select the most relevant features for classification. They used Centre Hospitalo-

Universitaire (CHU) of Caen dataset. Their method shows 94% AD vs NC

classification accuracy. For MCI vs NC classification their method obtained 83%

accuracy.

Li et al., 2007 [88] pinpointed hippocampal regional changes by surface-

based anatomic mesh modeling method that match homologous hippocampal

surface points between individuals. They have performed 100 times 3-fold CV

and 100 times leave-one-out cross validation (LOOCV). They have found that the

classification results demonstrated no distinct changes by using different patch

sizes.

The key technique in [84] is the use of cross–domain features to represent

MRI data. They deployed a sparse autoencoder for learning a set of filters from
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natural images and then applied convolution operation to extract features from

the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset. Using this new

representation, the authors classified MRI instances into three categories: AD,

MCI and HC. By focusing on an expressive bassis set for putative biomarkers,

they achieved comparatively high diagnostic accuracy.

In the multimodal stacked deep polynomial approach (MMSDPN) [15], as

reported in the paper, the authors used MRI, PET and cerebrospinal fluid (CSF)

data to achieve 97.13% accuracy with 4.44% variation. MCI vs NC 87.24% ±

4.52%

The authors in [83] used the dropout technique to prevent overfitting in their

multitask learning approach. Their approach demonstrated 91.4% accuracy on

MRI, PET and CSF data. Both of the approaches were studied on the ADNI data

(51 AD patients and 52 NC patients from each of the mentioned modalities).

The authors in [80] added a weight decay to regularize the objective function

as a way to prevent over-fitting. They experimented on 77 NC and 85 AD scans in

both MRI and PET data from ADNI. Their model showed 82.59% accuracy with

5.33 variation in the sMRI modality, which is 91.40%±5.56% in the multimodal

data. Payan et al. [82] studied the MRI modality with 755 scans for each of

the classes. This approach also added a weight decay term similar to [80] to

regularize the objective function in order to prevent over-fitting. The method

demonstrated 95.39% accuracy in classifying AD versus NC. A feature selection

method was deployed along with an l-norm penalty on weights to prevent over-

fitting in [19]. The method achieved 82% accuracy with spatial augmentation on

MRI and PET images. The reported accuracy without spatial augmentation on the

data was 77%. This method was studied on 149 PET and 183 MRI images from

ADNI. To avoid the over-fitting problem, Salvatore et al. [18] performed feature
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extraction and feature selection tasks separately for training-validation data and

testing data. They reported 76% test accuracy on ADNI sMRI. The number of

samples for AD was 137 and 162 for NC.

The method in [79] obtained 93.80% accuracy on ADNI MRI data. They did

not explicitly discuss overfitting. This method learned a set of bases from natural

images by deploying SAE and then used these bases to learn MRI features. The

number of scans was 200 for AD and 232 for NC. VoxCNN in [89] reported

79.0%± 0.08% accuracy. By using the residual neural network (ResNet), the

approach [89] obtained 80.0%± 0.07% accuracy. Here, the labeled sMRI scans

included 50 AD and 61 NC from ADNI. Here, the overfitting problem was

addressed by pre-training.

In this paper, the proposed patch-based ensembles of simple models

demonstrate significant performance. We used only small patches (32×32) from

the hippocampus of the brain MRIs and achieved comparable accuracy. Our patch

generation reduces the scarcity of training data for generalization. Using the

ensemble technique also contributed to building a robust model while avoiding

the over-fitting problem. It helps us to avoid obtaining an over-capacity network

regarding the training time.

C. Conclusion

The proposed work provides an pair-wise classification accuracy of different

stages of AD. We have observed that, selected predefined ROI (hippocampus)in

sMRI has little or no information for aAD diagnosis. For the selected

structure in the brain, we had to deploy six different patch-based classification

models for each binary classification problem. We achieved good accuracy for
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AD/NC, AD/mAD, AD/aAD, mAD/aAD and mAD/NC classification compare

to other state-of-the-art methods. Our analysis on aAD is new to the machine

learning/deep learning based AD research community.
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VIII. CONCLUSION

Irreversible brain disorder AD is one of the major causes of death of elderly

individuals. The world-wide effort for early diagnosis of this diseases is also

significant. Designing efficient method would beefs up the diagnosis process.

Deployment of deep learning methods would provide improved accuracy in early

diagnosis of this disease. The state-of-the-art methods utilizes either multi-modal

data or whole brain information in single modality for AD diagnosis.

Our approach uses single modality (i,e, sMRI) of data and deployed

ROI-based CNN for efficient performance. We have achieved comparable

performances in this regard(90.38%). We have also contributed in selecting

region of interest which provides discernible features for AD and its pro-

dromal stages. We have utilized atlas-based segmented data from GARD

for this purpose. The hippocampus localization procedure with deep metric

verification also provided state-of-the art results. This deep-metric aware robust

ROI localization technique provides hope of avoiding time consuming processes

for AD diagnosis.
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