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초록 

 

웹캠과 적외선 LED 를 이용한 카메라 광통신 시스템 개발 

 

송  범 

지도교수: 이충규 

조선대학교 일반대학원 전자공학과 

 

통신 채널의 단점을 해결하기 위해 최근 몇 년간 무선 광통신이 널리 보급되어왔다. 본 

논문에서는 USB 웹 카메라와 적외선 LED 를 이용한 실시간 광학 카메라 통신 시스템을 

소개한다. 본 시스템은 자동으로 광원을 찾고 데이터를 실시간으로 송·수신 및 출력 할 수 있다. 

본 시스템의 송신기는 저전력 적외선 LED 배열로 구성되어 있고, 수신기는 USB 웹 카메라로 

구성되어있다. 수신기 역할을 하는 USB 웹 카메라는 컴퓨터와 연결되어 있고, 컴퓨터는 

이미지 처리 및 데이터 추출 작업을 수행한다. 실험 결과에 따르면 본 시스템의 통신 속도는 

초당 10자의 문자를 전송할 수 있고, 5m 거리에서 평균 1.08 % 오차율을 갖는다. 
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 Introduction 

After nearly a hundred years of development, RF communication technology has made a great 

progress. Because there are more and more wireless communication devices we use, the available 

wireless communication frequency channels are getting crowded. Radio-frequency interference 

between channels makes the quality of communication worse, but also the design difficulty of 

wireless devices increases. In order to solve this problem, researchers have turned their attention to 

optical wireless communication systems. Optical wireless communication systems use light as a 

carrier for transmitting message signals, which have certain advantages over conventional wireless 

communication systems.  

Thanks to the strong directivity of light’s propagation, it can be easily blocked. That means it is 

more secure than a RF communication system. on the other hand, because different frequencies are 

used with conventional wireless communication systems, it is possible to avoid the interference with 

other electronic devices. Finally, due to very wide light bandwidth, optical frequency division 

multiplexing can be realized, and the transmission capacity can be increased. 

Visible light communication system (VLC), as a kind of optical wireless communication system, 

is regarded as a promising technology in the future, and has made great progress in the past century. 

It uses the visible light as a communication carrier and high-speed photodiodes (PDs) or solar cells 

is used as the signal detection devices. Because the response time of the photodiode usually a sub-ns 

[1], the system can communicate at high data rate over several Gb/s, in the latest study, some VLC 

systems can communicate at data speeds of dozens of Gbps[2, 3]. Some technical features of VLC 

system were fully described concerning the PHY and MAC layers in IEEE 802.15.7 in 2011[4]. 

Over the past decade, due to the development of mature complementary metal-oxide-

semiconductor (CMOS) technologies, the built-in cameras of smartphones have achieved high 
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resolution and high speed than ever before. Because of its low price and power consumption, the 

CMOS image sensor has been used as an image sensor for built-in cameras. It provides a new 

possibility for optical communication systems. Researchers have proposed to use CMOS image 

sensor as a receiver for optical communication system, which is called optical camera communication 

(OCC) system. The OCC system is a revised version of VLC and they share the same optical channel 

and the difference is that it uses the image sensor to capture light signals and some researchers 

believed that OCC system is much closer to the market than PD-based VLC system [5] Some 

researchers have also analyzed the possible applications of OCC systems in the 5G era [6]. In the 

OCC system, the transmitter can be a LED/LD, a screen or other light sources. Meanwhile, digital 

camera, USB webcam, or smartphone camera can be used as the optical receiver. After receiving the 

light signal, it can be stored as one frame of image. Compared with the photodiode-based VLC 

system, the OCC system can record not only frequency and brightness information, but also location 

information of the light source in the image. By processing image frames, we can easily locate and 

separate different light sources and signals. OCC technology inherits VLC by using an embedded 

camera without modifying hardware [7 ], but the performance of camera sensor can limit the 

performance of OCC system. 

 CMOS and Shutter Mode 

Nowadays most camera use CCD or CMOS image sensor, and CMOS is more widely used 

because of its lower price and lower power consumption. CMOS image sensor is a two-dimensional 

array of light sensors and a received image is built row by row. In other words, the data is read in 

units of rows. The recording process of each row in one frame can be divided into four steps: 

• Reset 

• Exposure 
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• Charge transfer 

• Data readout 

Similar to traditional cameras, the exposure time in CMOS image sensor is controlled by a 

shutter mechanism called electronic shutter. According to the way of shutter operation, we can divide 

them into two shutter modes: rolling shutter and global shutter. 

Rolling shutter and global shutter modes are referred to as readout modes in which CMOS image 

sensor is operated. Figure 1-1(a) describes the image buildup process using the rolling shutter mode. 

In the rolling shutter mode, each individual row is typically able to begin the next frame once 

completing the previous frame’s readout. Because there is a delay extant at the beginning of the 

exposure between row and row, if the light source`s flicker frequency is higher than the frame number 

of the camera, there will be black/white stripes on the screen, as shown in Figure 1-1(b). By analyzing 

the distribution of stripes in the image, we can get multiple bits of information in one frame. So, the 

data rate can higher than the refresh rate of image sensor. On the other hand, because of the limitation 

of optical resolution, communication distance of system using rolling shutter is usually within a very 

short distance. Some basic principles of using rolling shutters can be seen in Trong-Hop Do and 

Myungsik Yoo’s paper [8]. 
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Figure 1-1. Rolling shutter (a). Diagram demonstrating the rolling shutter. (b). The stripe appeared on the image 

when the light source flickers at high frequencies. 

Figure 1-2 describes the image buildup process of the global shutter mode. In the global shutter 

mode, all rows will exposure (be exposed) at the same time and have the same exposure time. 

Compared with the former, system which use global shutter mode always has a disadvantage in data 

rate. Because the sampling rate of the light source will not exceed the refresh rate of the CMOS 

image sensor. Because we are concerned about the overall brightness of the light source, rather than 

the internal light intensity distribution, it can be regarded as a bright spot on the screen. For this 

reason, with the same brightness and size of light source, the global shutter system can achieve a 

further communication distance. 

 

Figure 1-2. Global shutter (a). Diagram demonstrating the global shutter. (b). The image presented when the 

light source flashes at high frequencies. 
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 Transmitter (LED/Display) 

LED (Light-emitting diode) have grown fast over the past two decades. Compare with 

traditional light source, LED has many advantages, such as lifetime, energy efficiency and size. 

Nowadays there are more and more scenes of using LED as the light source in daily life. Meanwhile, 

LED is not only an environmentally friendly alternative to traditional light sources, but also a perfect 

optical signal source. Because the LED can change its brightness at a very fast frequency. After 

proper modulation, the LED can serve as a signal source to transmit information. In traditional VLC 

systems which using photon detectors as receiver, LEDs have been widely used as signal sources for 

optical signals [9, 10]. Due to the simple structure, the size of one LED can be made quite small. 

Also, thanks to the extremely low power consumption, we can use a small power supply to drive 

many LEDs simultaneously. In many practical usage scenarios, many LED can be integrated into 

one LED array and become a large light-emitting unit to obtain higher light intensity. Such as car 

lights and various traffic lights on the road. Meanwhile, to improve the bandwidth and signal-to-

noise ratio, some study teams have proposed to use LED arrays as signal sources. Because the state 

of the individual LEDs in the array can be easily controlled, we can make different LEDs of the array 

stay in different states at the same time. while these LEDs can be treated as multiple transmitters that 

can enable visible light MIMO communication [11]. For these systems, the signal is not only related 

to the brightness of LED, but also to the spatial coordinates of LED lights. 

Nowadays, most optical camera communication (OCC) systems use LED as the light source but 

are different in the specific forms. With respect to those systems which use monochrome LED as a 

light source, the ON or OFF states of an LED is used to represent the binary data stream. There are 

also systems that use the wavelength (or equivalently, color) division multiplexing, which uses the 

wavelength of each color in the RGB LED to enhance the communication capacity. 
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Besides the LED, the display screen is also a viable option for a communication light source. In 

a system that uses display screen as a light source, the modulating signal is represented by the color 

and intensity of parts of the pattern on the screen. Compared with the use of LED, because the display 

screen can achieve a more detailed display than an array of LEDs, each frame can be filled with more 

information. However, most commercial screens have a maximum refresh rate of 60 Hz, which will 

limit the bandwidth throughput of the system. Moreover, due to the limited resolution of the camera, 

systems using the display as the signal source usually have the disadvantage of communication 

distance. 

Also, laser emitter is an option for optical signal sources. Compared with the former two, the 

use of laser as a signal transmitter optical communication system can achieve a longer 

communication distance. Some study team has already demonstrated a VLC link which has a 

communicate distance of more than 72m, this kind of system can used to build a communication link 

between buildings [12]. In general, systems using a combination of Laser-PD can achieve longer 

distance and higher speed communication [13 - 15]. Since the OCC system is different from the 

receiver of the VLC system using the PD as a receiver, most OCC systems do not use a laser emitter 

as an optical source. 

 Input/output and Modulation Techniques 

Multiple input multiple output (MIMO) technology is an important direction for communication 

system development. Considering the limitation of camera sensor refresh rate (~ 60 Hz), to improve 

the system throughput, we hope to transmit more information in one frame. As with RF system, 

MIMO technology can increase the capacity of OCC system. There are many ways to realize 

multiplexing, while the OCC system often adopts color shift OOK (CSK) modulation and spatial 

coordinate modulation.  



7 

 

The former (CSK) uses the wavelength (color) information of the optical signal to identify the 

input of the signal. Thanks to the RGB LED, we have more choices on the wavelength of the signal 

source. The basic idea of CSK modulation is to modulate different signal sources by different color 

combinations and to demodulate the received signals according to the wavelengths at the receiving 

end. So that multiple sources can transmit data at the same time, for they occupy different channels 

respectively. A demonstration of 3 channels CSK modulation in shown in Figure 1-3. 

 

Figure 1-3. A demonstration of 3 channels CSK modulation 

The latter (spatial coordinate modulation) uses the different location information of the signal source 

to distinguish different inputs. Because the image reflects the two-dimensional distribution of light 

information in space. Because the image reflects the two-dimensional distribution of light 

information in space, it also records the spatial distribution of light intensity while recording light 

intensity and wavelength information. The signal source and its spatial coordinates are combined to 

identify each signal source by coordinates, so as to achieve simultaneous multi-channel input. A 

demonstration of 4 channels spatial coordinate modulation in shown in Figure 1-4 
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Figure 1-4. A demonstration of 4 channels spatial coordinate modulation 

 Source Positioning Algorithm 

Because OCC system entails more directional transmission compared to VLC, source 

positioning algorithm is important point we need care about. For systems which need to be operated 

under rolling shutter mode, the light source is usually close to the receiver and the SNR is quite high. 

Furthermore, the relative position of light source and receiver is usually fixed. So, there is no need 

for a strong light source positioning capability. Consider of that, some indoor communication system 

chooses to locate the signal source by user manually [16].  

For systems that need to work on high mobility, source positioning algorithms are critical. 

Because most of the time the light source is just a dot on the screen, and it moves constantly. Some 

OCC system use RGB LED as the light source, so they can locate the light source using color 

detection
 
[17]. In some situations, image need to be processed grayed, so color detection does not 

work in all situations. 

For dynamic positioning of the signal source, some study reported a locate system based on 

specific hardware. I. Takai and their team proposed a system using optical communication image 

sensor to locate all light source and the correct signal source is then filtered through the software
 
[18]. 

Some research teams are trying to use software to complete the location. G. K. H.  Pang and H. H. S. 

Liu use thresholding process to reduce noise and locate the LED panel use the row and column 
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projections
 
[19]. H. C. N. Premachandra, et al. found the transmitter by compare the similarities and 

differences between frames and frames
 
[20]. While S. Arai and their team employ the block matching 

algorithm, which is a way of finding a corresponding position between two successive frames, for 

the proposed method [21]. This algorithm will divide the captured image into a number of small 

domains (blocks) and determines if the LED array is present or absent using the block matching. 
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 Examples of OCC Systems 

With respect to OCC system, many pioneers have proposed various ideas and practices. 

Although their structures and purpose are quite different, they can be classified into two categories 

according to the readout mode of the camera: rolling shutter and global shutter modes.  

Rolling shutter-based OCC 

Systems that use rolling shutter mode usually have higher data rate but shorter communication 

distances. At the same time, this method has lower lens requirements for the camera, and the LED-

Embedded Camera combination has become a wide choice for people. C. Danakis and his team use 

a mobile phone`s camera to achieve a high data rate faster than the camera`s frame rate [22]. Data 

that needs to be transmitted will be packaged into blocks and then encoded by Manchester code. 

After that data will be transmitted using a surface illuminated by LED. The change of light intensity 

in the surface can reflect different state of data. Using a built-in camera, the mobile phones run in the 

rolling shutter mode to capture the change of state. Eventually, the rapidly changing of data state can 

lead to black and white stripes on the screen. By analyzing these stripes, the transmitted data can be 

recovered. The communication bandwidth of this system can reach 3.1 kbps, but the communication 

distance is only tens of centimeters. The same principle can also be seen in some other papers [23]. 

Because the data is presented by stripe image of the system using rolling shutter mode, the 

quality of the stripe image will affect the performance of the system directly. C. Chow and his team 

suggest processing the stripe image to improving bit error rate (BER) [24]. Same as C. Danakis, they 

use a built-in camera of mobile phone as the receiver, but the transmitter has no reflective surface, 

and light signal from the light source will be directly received by the image sensor. After receiving 

the signals, they first use a second-order polynomial fitting to mitigate the “blooming effect”, which 

can lead to a different width of the stripes. Then use histogram equalization and Sobel filter to process 
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column matrix grayscale values, enhance signal performance. After those processing, the gray 

contrast increased from 35 to 175, resulting in a higher signal-to-noise ratio. The net data rate was 

0.896 kbps and the communication distance are 25 cm in free-space. 

T. Nguyen et al. discussed the suitable frequency range for OCC using rolling shutter camera 

by measuring the practical response of normal camera [25]. The frame structure of the existing 

asynchronous decoding data is compared, and a new frame structure is proposed. Because most of 

the OCC systems are unidirectional communication systems, in order to solve data loss during the 

camera exposure interval, they proposed the concept of a super frame. First, the data is packed with 

the asynchronous bit and the start frame as a data sub-frame. Then, system will repeat this data sub-

frame several times and packs it into a super frame. There is a proportional relationship between the 

number of sub-frames in a super frame and the refresh rate of the camera. With the aim of improving 

the data rate without reducing the brightness contrast, different run-length limited (RLL) encoding 

schemes are analyzed. In the achieved system, when the LED's pulse rate is 2 kHz, the throughput of 

entire link can reach 1.9 kbps while the data rate is up to 1.5 kbps. 

Since the stripes on the screen when using the scrolling shutter are due to the time difference 

between the exposures of each part of the camera, the distribution of the stripes actually reflects the 

frequency information of the light source. If the frequencies used in the system are not the same, we 

can use the frequency characteristics to distinguish the light source currently used.  

J. H. Kim proposed an indoor location system using OCC system operated under rolling shutter 

mode
 
[26]. In the test environment, they set different flicker frequencies for LED light sources in 

different rooms. The receiver is a smartphone with specific software installed, and the software will 

analyze the frames received. After analyzing the results, they found that when the frequency of the 

light source was within the range of 100~2000 Hz, the number of stripes on the screen was 
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proportional to the frequency. The exact number is related to the equipment, and the overall range is 

between 1 and 63. On the other hand, they also analyzed the relationship between distance and 

detection rate. If we use the detection accuracy of 20 cm as the baseline, when the distance is 80 cm, 

the detection rate is reduced to less than 70 %. In fact, the detection rate is related to the frequency 

of the light source, and the high frequency light source will lose more detection rate than the low-

frequency light source at the same distance. In order to ensure the efficiency of the system, they limit 

the detection distance to 20-70 cm, while the frequency of the light source is limited to 100~1800 

Hz. There are many papers that use the same principle to achieve indoor positioning [27]. 

Global shutter-based OCC 

Compared to the systems mentioned above that use a rolling shutter, the system using the global 

shutter has a better performance in terms of communication distance. Global shutter mode often used 

in the system which needs to process image of each frame.  

P. Luo et al. proposed a non-flicking OCC system which using two monochrome LED lamps 

with an alternative modulation scheme of undersampled phase shift ON-OFF keying (UPSOOK) as 

the signal source [28]. In the UPSOOK system, the transmitter can indicate three different states by 

changing the blinking frequency and the pulse phase of the LED light source. Similar methods 

include Undersampled frequency shift on-off keying (UFSOOK) [29], undersampled differential 

phase shift on-off keying (UDPSOOK) [ 30 ] and undersampled QAM subcarrier modulation 

(UQAMSM) [31]. If we use the light intensity received by the receiver when the LED is on 

continuously as the baseline. When the LED flashes at high frequencies, the intensity of the light 

signal received by the receiver will be 0.5. Since the LED is only turned on for half the time during 

the receiver sampling/exposure. This is the first state, called "HALF ON". The other two states 

correspond to “0” and “1” respectively. In these two states, the system will drive the LED flicker 

with a square wave of the same frequency, but the phase between them will be 180 degrees out of 
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phase. Compared with “HALF ON”, the blinking frequency is much lower at this time to ensure that 

the status of the LED will not change or only change once during sampling. The three states can have 

9 combinations and using eight of them can establish a mapping relationship to all 3-digit binary 

numbers. In that case we can get 3 bits of data in one frame, and the data rate is 3 times of the 

camera’s frame rate. The experiment results show that the proposed camera communication system 

can achieve 150 bps error-free communications for a range up to 12 m. In another paper, the team 

also demonstrated how to use RGB-LEDs as a light source and use different colors to communicate 

on different channels. The experimental results show that the proposed system using a single 

commercially available RGB LED and a standard 50-frame/s camera is able to achieve a data rate of 

150 bits/s over a range of up to 60 m [32]. Similarly, they also discussed the application of UPSOOK 

in v2v communication [33].  

Some research groups choose color-shift keying modulation to map the different combination 

of bits into different colors. System usually has only one light source which made of RGB-LED as 

the transmitter. By adjusting the light power of red, green, and blue in the light source, we can get 

different colors of light, and they correspond to different binary data respectively. Since the range of 

light power of each color is 0~255, it can even be used to realize CDMA modulation by selecting the 

appropriate offset. In the system proposed by S. Chen and C. Chow, 4 different colors are used to 

correspond to all 2-digit binary number [34]. Using CDMA to modulate the light power of red, green, 

blue, it allows 2 users to access simultaneously. 

Like the RF communication, we can establish a MIMO system by dividing the frequency range 

to create different channels. Because different frequencies of light will have different colors, we can 

divide channels by color of the light. In this scenario, there will be several light sources as the 

transmitters, different color channels are chosen to avoid inter-channel interference.  
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Those systems can communicate over long distances, but the communication rate is not fast. K. 

Liang, C. W. Chow, and Y. Liu proposed an OCC system use a CMOS camera running at rolling 

shutter mode as the receiver, and a block of RGB LED as the transmitter
 
[35]. They use 3 color 

channels to transmit data at the same time, with a 30-fps refresh rate camera, the data rate of their 

system can reach 2.88 kbps. 

In addition to the LED, display is also a viable option and many scholars have studied this aspect 

[36 - 39]. For example, Y. Zeng et al. proposed a VLC system based on mobile devices, data were 

converted to screen code before transmission and the display screen were used as transmitter [40]. 

Using this system, they can reach 80 Mbps theoretical in a short distance.  

N. Trang, N. T. Le, and Y. M. Jang proposed a screen-to-camera based optical camera 

communication
 
[41]. They used an LCD monitor made up of 256 RGB-LEDs and use RGB value to 

drive the LEDs simultaneously. With a screen refresh rate of 20, their communication rate can reach 

15 kbps. Screen to camera system can transmit data at a very high rate, but usually the transmission 

is very close, since the camera's optical resolution limits the pattern recognition. 
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 Proposed System 

The starting point for the designing this communication system is for the communication 

between vehicles and vehicles(V2V). Because the V2V communication system has the 

characteristics of short communication distance and high density, people have great expectations for 

the application of optical communication in this field. The use of optical communication systems can 

avoid already crowded radio frequencies. And because of the directivity of the optical link, it is easy 

to remove interference from other directions. 

Our design goal is to build an economical, lower energy consumption, real-time OCC system 

with high reliability. Even if the source location is uncertain, positioning can be performed 

automatically and as little as possible of any signal loss of the frame. Also, this system should not 

disturb or harm the driver. To sum up, the purpose and requirements of this system are: 

1. Use optical communication link 

2. Lower energy consumption 

3. Mobility 

4. Display results in real time 

5. Can locate signal source automatically 

6. Have communication capability in short-medium distance 

7. Harmless to human 

Based on the above considerations, I designed an optical camera communication system using 

infrared rays. This system consists of two parts, transmitter and receiver, as shown in Figure 2-1. 

 

Figure 2-1. Block diagram of system 
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 Transmitter 

The transmitter is responsible for processing the message to be sent and presenting it to the 

receiver through the LED array. Because the infrared light is outside the visible light range, that is, 

humans cannot see the infrared light, so it does not interfere with the driver. on the other hand, 

because infrared light can help the camera during imaging, most of the Digital cameras we use can 

detect infrared signal. Because it is economical, low energy consumption and has a long service life, 

IR-LED had been widely used in wireless communication in the last decade. With the same 

consideration, infrared LED is a good choice for this communication system. 

Because the refresh rate of the camera is usually between 30 and 60 Hz, in OCC systems, it is 

common to choose to transmit multiple bits of data in one frame to increase the transmission rate. To 

increase the data transfer speed as much as possible, we will use LED array to transmit the data. Also, 

the LED array will also help the receiver to locate the signal source. For these two purposes, LED 

array is divided into two major components: Position_LED and Data_LED, and there are 2 separate 

spaces between different areas to separate them. As the name saying, LEDs in the Position_LED will 

help the receiver to locate the LED array. They will keep lighting on when the transmitter is 

transmitting data. Data is presented at the area of Data_LED. Before sent to LED array, message will 

be encoded by a specific coding protocol in pre-processing progress. Different data will make the 

Data_LED shows different characteristics. Figure 2-2 is a demonstration when the data is “01011010” 

with 8 LEDs forms the Data_LED, P1~P8 indicate the position of the detection points.  

In the array, the position of each LED needs to be accurately fixed under the specification, so 

that we can calculate the position of each point in the Data_LED by a simple mathematical operation 

after knowing the position of the center point of the Position_LED on both sides.  



17 

 

 

Figure 2-2. LED array of "01011010" 

 Receiver 

Receiver will be responsible for data receiving and extracting. In this system, the signal sent by 

the transmitter will be received as an image, and image processing is an important step for the 

receiver.  

Thanks to the development of CMOS, the web camera has achieved a great development in the 

past decade, we can get a high refresh rate camera at a very low price nowadays. For example, ELP-

USBFHD01M, a middle level web camera on the market can generally achieve a refresh rate of 60 

frames at 720p resolution. Its quality and economical can help us to set up an OCC system which can 

be used widely. Also, the CMOS web camera can detect infrared rays. So, the web camera is an ideal 

choice for the signal receiver. 

After the camera captures the image, the software will process the image to extract the data in 

the image. As a consideration of time and my ability, I decided to use the OpenCV library to process 

the image. OpenCV is a mature computer version library which originally developed by Intel. This 

library is cross-platform and free for user under open-source BSD license. Under its help, we can use 
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the existing implementation methods to achieve recognition and image processing, without having 

to start from scratch. What’s more, it has a fully support of Python. We will use OpenCV to complete 

the image processing part, including camera access, target identification and data readout. 

Unlike ordinary signal processing, image processing requires a lot of computational work, 

which means that image processing will take a long time. At the same time, because the processing 

time of each frame is different, if we just processed the incoming frame in order, system may miss 

some frame or lost synchronization. In order to achieve real-time communication and speed up data 

transmission, in the software system, the multi-process system structure will be used to process the 

frames in parallel. At the same time, the multi-process system can also control the processing time 

of each frame to prevent the system from being stuck on a certain frame. 

 Experimental System 

In order to verify the feasibility of the system, I built an experimental system. In this 

experimental system, we will transfer eight bits of data at a time, which means that the Data_LED 

component will be set with eight IR-LEDs. We will try to transmit text message over a distance 

through this OCC system, and analyze the performance of this system based on the results.  
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 Software 

Software is an important part of the system. In the transmitter, the processing of the input text 

and the driving of the LED will be controlled by a Raspberry Pi. Software system flow chart of 

transmitter in shown in Figure 3-1(a). After system receives input message, system will split them 

into separate characters. System will only transmit one character in one frame. After that, system will 

wait for a signal from synchronization control component to transmit the next character. In the next 

step, system will convert the character into an 8-bit binary number according to the protocol. Here 

we may call it the “eigenvalue” of this character. The Raspberry Pi will drive the LEDs through its 

GPIO port and put the LEDs in different states according to the eigenvalue. 

 

Figure 3-1. Software System Flow Chart 

The control of the camera and the processing of the images are implemented through a script 

written in Python. Compared with the transmitter the software of the receiver is more complicated. 

Here are four important components, image processing, process pool, synchronization control and 

protocols.  
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After the camera captures an image, it will remain standby until the synchronization control 

gives it a signal to execute the next capture. The main process receives the image, it will perform 

preliminary processing, attach a current timestamp, and transfer the data to the process pool. The 

process pool will be responsible for process creation, exit and timeout detection. Each frame captured 

from the camera will be assigned a separate process for processing, and the system will implement 

timeout detection through the control of the process. Whenever a process returns a result or times 

out, the system will convert the result to a corresponding character according to the protocol. Then 

main process stores the returned characters, sorts them according to the timestamp, and print the 

results on the screen. The system flow chart at the receiver is shown in Figure 3-1(b). 

 Image Processing 

Image processing is an important action at the receiver, because the signal sent by the LED array 

of the transmitter is received and stored by the receiver in the form of image. By analyzing and 

process image, we can restore the signal that the sender wants to send. The whole process of image 

processing is shown below (Figure 3-2). 

 

Figure 3-2. Flow chart of image process 

After one process was created, it will receive one frame of image. After pre-processing, system 

will try to identify and locate Position_LED first. After some correction work, we can get the 

coordinates of Position_LED of the left and right parts. Next step is calculating the detect point of 

Data_LED according to the coordination we got from the former work. The system will evaluate the 

value of this point based on the brightness value of the detect point. This entire image processing 

Read image Pre-progreessing
Identify 

Position_LED
Get center 

point

Calculate 
position of 
data point

Read data Return data 
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program will be assigned a separate process to avoid the overall delay of the system due to possible 

timeout. 

Pre-progressing 

Because the received image may have defects such as noise and uneven brightness, and the 

presence of these defects may affect the result of target detection algorithm. So before proceeding 

to the next step, we will eliminate these defects through pre-processing work. 

Conversion between different color space 

Color space is the way color is organized. In combination with physical device profiling, it 

allows for reproducible representations of color, in both analog and digital representations. Because 

of the different application scenarios, different color spaces will be used. The commonly used color 

spaces are: 

⚫ Describes what kind of light needs to be emitted: RGB, RGBA 

⚫ Describes what kind of light needs to be reflected: CMYK 

⚫ Describe the feelings of human vision: HSV, HSL 

⚫ For commercial use: Munsell color system, PMS, NCS 

Because the hardware and evaluation criteria for different color spaces are different, they cover 

different color ranges.  

Different from color image, greyscale image is one in which the value of each pixel is a single 

sample representing only an amount of light, that is, it carries only intensity information. Images of 

this sort, also known as black-and-white or gray monochrome, are composed exclusively of shades 

of gray. The contrast ranges from black at the weakest intensity to white at the strongest [42].  

Compare with the image in RGB color space, which has 3 channels, grayscale image only has 

1 channel to store the intensity value of the light. For scenes that do not need to care about the color 

information of the image, using grayscale images can save a lot of computation than using color 
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images. Thanks to the fewer channels and the ability which can reflect the morphological features of 

objects in the image, grayscale images are widely used in target detection. 

In this OCC system, what we need to pay attention to is the space coordinates and brightness 

values of the LEDs in the LED array. Since no color shift OOK modulation is involved, the actual 

color of the LED is not our consideration. For the default output of most camera which we are using 

is in RGB color space, in order to reduce the calculation load, we can reduce the number of channels 

by converting the received image to a grayscale image in the first step. In OpenCV, to converts an 

input image from one color space to another can be achieved by the cvtColor() function. It supports 

a lot of conversion types, and the conversions we always use is: 

⚫ RGB/BGR ↔ GRAY:  

⚫ RGB ↔ HSV 

⚫ RGB ↔ HLS 

⚫ RGB ↔ BGR 

What we need is to convert RGB image to grayscale image and this part of code will be like 

this: 

gray = cv2.cvtColor(frame, cv2.COLOR_RGB2GRAY) 

frame is original image and gray is the output image. cv2.COLOR_RGB2GRAY is the color 

conversion code which mean convert from RGB color space to grayscale image, the conversion 

algorithm is: 

Y =  0.299 R +  0.587 G +  0.114 B 

R, G, B are the values of red channel, green channel and blue channel respectively. Y is the 

converted value.  
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Thresholding 

In the actual experimental environment, due to environmental interference and equipment 

constraints, we can hardly get a perfect image (like Figure 2-2) with a simple camera. For example, 

in practical applications, camera only have limited exposure time, which make camera cannot catch 

all the light. In addition, because the optical radiation of LED has strong directivity (for example, the 

half angle of SI5312-H is only 8 degrees), if there is a certain deviation between the directions of the 

LED in the array, the eventual brightness will be very different. As shown in Figure 3-3. Two 

examples of uneven brightness., the right side is darker than the left side in both images. Such uneven 

brightness may lead to a large deviation of the positioning result of the Position_LED part. In order 

to solve this problem, we can perform threshold processing on the image. 

 

Figure 3-3. Two examples of uneven brightness. 

Thresholding is a commonly used method in grayscale image processing. It will filter the pixels 

of an image by comparing with a threshold. Thresholding can be used to remove noise from images 

or enhance image contrast. According to the different threshold setting methods, there are three kinds 

of thresholding in OpenCV: simple thresholding, adaptive thresholding and Otsu’s thresholding. 

As the name implies, simple thresholding will simply compare pixel values with a specified, 

fixed threshold. The next step will be determined by the threshold type. In OpenCV, simple 

thresholding has 5 different styles of threshold: THRESH_BINARY, THRESH_BINARY_INV, 
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THRESH_TRUNC, THRESH_TOZERO, THRESH_TOZERO_INV. Corresponding signal of each 

threshold style is shown in Figure 3-4. The blue solid line represents the waveform, and the green 

dotted line is the given threshold. 

 

Figure 3-4. Corresponding signal corresponding to different threshold methods. 

Because the threshold of the simple threshold method needs to be specified before running, and 

the whole picture will use one same threshold, which makes the selection of the threshold of the 

simple thresholding will directly affect the processing effect. If the value is too low, there will be a 

lot of background noise, and if the value is too high, there is a risk of data loss. 

In adapting thresholding, the system will use an algorithm to calculate the threshold for a 

small region of the image instead of using a given global threshold. The API of adapting 

thresholding in OpenCV for Python is shown below: 

dst = cv.adaptiveThreshold( src, maxValue, adaptiveMethod, thresholdType, 

blockSize, C[,dst]) 
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Figure 3-5. Parameters of adapting thresholding 

OpenCV provide 2 kind of adaptive method for adapting thresholding: 

ADAPTIVE_THRESH_MEAN_C and ADAPTIVE_THRESH_GAUSSIAN_C, and there are some 

differences in how these two methods are calculated. The description of these 2 adaptive methods 

from the official document is shown below: 

ADAPTIVE_THRESH_MEAN_C: 

the threshold value T(x,y) is a mean of the blockSize×blockSize neighborhood of (x,y) 

minus C 

ADAPTIVE_THRESH_GAUSSIAN_C: 

the threshold value T(x,y) is a weighted sum (cross-correlation with a Gaussian window) 

of the blockSize×blockSize neighborhood of (x,y) minus C, The default sigma (standard 

deviation) is used for the specified blockSize. 

 According to the description, ADAPTIVE_THRESH_MEAN_C will calculate threshold 

through getting the mean value of neighborhood area, while ADAPTIVE_THRESH_GAUSSIAN_C 

will get the threshold by calculating weighted sum of neighborhood values where weights are a 

gaussian window. 

In order to show the different processing effects of those threshold methods, we can compare 

them through a comparison which is given in OpenCV’s official website (Figure 3-6). 
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Figure 3-6. Comparison of different thresholding in OpenCV[43] 

As we can see in the above diagram, the original image has the defect of uneven brightness. 

Because a high threshold is selected, the method of using the global thresholding loses a lot of 

information we need. Meanwhile, Since the adaptive thresholding uses an adaptive threshold based 

on the brightness of the image during the binarization process, the final result achieves a certain 

degree of brightness balance. if we compare these two methods, the adaptive gaussian threshold have 

better noise reduction effect.  

As for Otsu’s binarization, its main idea is to calculate a threshold based on the histogram, and 

then use this threshold to binarize the image, it's like a simple threshold method with adaptive global 

thresholds. This method has a good performance with bimodal image. In order to verify its 
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performance, we conducted several experiments. But the result (Figure 3-7) is not pretty. Because 

the histogram of this image has only one peak, this algorithm performs poorly, even worse than the 

simple thresholding in this case. 

 

Figure 3-7. Result of Otsu's thresholding 

So, in the pre-processing, we will first use the fixed threshold method eliminate low brightness 

noise by selecting a lower threshold. After that, the adaptive gaussian threshold will be used to 

balance the brightness and do a further noise reduction. In addition, we will smooth the image before 
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performing the brightness balance, which is helpful in noise reduction. The flow chart in the pre-

processing stage is shown below (Figure 3-8): 

 

Figure 3-8. Flow chart of pre-processing 

After pre-processing, we will get a grayscale image with 8-bit color depth, which has been 

processed of noise reduction and brightness balance, Figure 3-9 shows the pre-progressed Figure 3-3, 

and you can see that the brightness is balanced. 

 

Figure 3-9.After pre-progress, the brightness on both sides is the same. 

Target Detection Algorithm 

In our system, the Position_LEDs are distributed symmetrically on both sides of the LED array, 

they are designed to identify the location of LED array. So, in the target detection, our main goal is 

to locate and return the coordinates of the center points on both sides of right / left Position_LED, 

while the center point is marked in red in Figure 2-2. 

Template 

Before start to identifying, the system needs to know what we are looking for. In other words, 

we need to prepare a template of target. In the target detection of our system, the target is the 
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Position_LEDs, so we need to find a suitable template for them first. For our system, the form of the 

template needs to have the following characteristics: 

1. With obvious feature   -- easy to detect 

2. Simple      -- low complexity 

3. Anti-noise     -- ability to keep shapes with noise 

4. Orientation     -- to distinguish between right and left 

With these considerations, we chose a pattern like the Angle brackets “> <”, as shown in Figure 

3-10 [44]. They are asymmetrical, simple enough to be clearly represented by just five LEDs; 

oriented, we can easily distinguish their left and right sides; The shape is stable, and the features are 

obvious. 

 

Figure 3-10. Left template(a) right template(b) and the second location point(c) 

We will identify the left and right parts of the Position_LED separately. 

Feature Detection? 

 When it comes to target detection, feature detection is often used. The basic idea of feature 

detection is to find the feature points in the template and the target image respectively, and then 

compare the feature points to identify the position of the template in the target image. According to 

the feature detection method used, there may be a slight difference in the feature used to detect, but 
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most of them using corner detection, because the corners of a region will have maximum variation 

when region is moved. In OpenCV, there are several feature detection algorithms can be used: 

• Harris Corner Detection 

• Shi-Tomasi Corner Detector & Good Features to Track 

• SIFT (Scale-Invariant Feature Transform) 

• SURF (Speeded-Up Robust Features) 

• FAST Algorithm for Corner Detection 

• BRIEF (Binary Robust Independent Elementary Features) 

• ORB (Oriented FAST and Rotated BRIEF) 

They have their own advantages and disadvantages and what we need is the algorithm which is 

fast, reliable and low cost of system. For these reasons the final choice is ORB, which is fast (faster 

than SIFT) and relatively stable (has rotation invariance, which FAST doesn`t). And it`s free to use 

(SIFT and SURF is patented). 

ORB (Oriented FAST and Rotated BRIEF) was brought up by E. Rublee, V. Rabaud, K. 

Konolige and G. Bradski in 2011 [45]. It’s a computationally-efficient replacement to SIFT that has 

similar matching performance, is less affected by image noise, and is capable of being used for real-

time performance. ORB algorithm proposed a feature based on FAST keypoint detector and BRIEF 

descriptor but made some modifications to enhance the performance. For FAST features do not have 

an orientation component, the author proposed a method to measure the orientation by using intensity 

centroid, and it’s called oFAST. Since BRIEF has a poor performance when image is rotated, they 

introduce a new descriptor rBRIEF to improve that defect. According to the paper, ORB is much 

faster than SURF and SIFT and ORB descriptor works better than SURF. They even made a real-

time feature tracker that can run on a smart phone which only have a basic hardware configuration. 
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Everything looks nice on the paper, but if it is not suitable for us, we need further 

experimentation. In order to verify his performance, we used different combinations to conduct 

experiments. Before we start our experiment, template and target image will be assigned first. 

 

Figure 3-11.Templates and target images 

 To verify the ORB, we will use 2 templates (T&Tb) and 2 target images (E&EB), as shown in Figure 

3-11, and use the ORB algorithm to try to find the template part of the target image. It should be noted 

that this template is not simply intercepted from the target image, the highlights in these pictures are 

arranged manually, so there will be a small deviation between the position of the highlights between the 

picture and the picture, in order to imitate the possible deviation of the real LED array. There will be three 

sets of experiments, which are ORB (basic), ORB+RANSAC and ORB + GaussianBlur + RANSAC. And 

the matching results will be evaluated in 3 ways: 

1. location of matching point (right side/left side/both side) 

2. Number of correctly matched keypoint (a lot/very little) 

3. Distortion (high/low) 

ORB (basic) 

First experiment is using only ORB to match the target and template, But the result does not 

look very good. In the four sets of matches, the positions of the matching points are distributed on 
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both sides, that is to say, there are many mismatched points; as can be seen from 2, 4, the algorithm 

performs poorly in the face of fuzzy targets; There is a crossover of the line, which means that they 

all have distortion in the matching results. 

 

Figure 3-12. Matching result of ORB (basic) 

ORB + RANSAC 

 

Figure 3-13. Matching result of ORB + RANSAC 

 RANSAC (Random Sample Consensus) is a robust estimation algorithm which can be used to 

get the relatively high reliability results. By using RANSAC we have improved matching quality, at 

least all the key points are on the same side. Also cv.findHomography() function can return 
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transformation matrix. For matching results, it is better than only using ORB. But in addition to 1st 

image, the matching result is still not ideal. 

ORB + GaussianBlur + RANSAC 

 

Figure 3-14. Matching result of ORB + GaussianBlur + RANSAC 

 As can be seen from the above three experiments, the ORB feature detection method does not 

show the high performance we expect, there is always a mistake in the process of matching, which 

is what we are trying to avoid. For this result, I think it may be because our templates and target 

images are too simple to extract enough keypoints with strong correlation. Or maybe just because we 

didn't find the correct way to use it. So even though ORB algorithm looks perfect, it seems that it is 

not the best one for our system. 

Template matching 

Template Matching is a method for searching and finding the location of a template image in a 

larger image. Its core logic is to slide the template on the target image, and then use a specific 

comparison method to calculate the similarity between the template image and the target image at 

this point. It returns a grayscale image, where each pixel ‘s value is the similarity of this position, 

says how much does the neighborhood of that pixel match with the template. This process is similar 
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to two-dimensional convolution, and different comparison methods will result in different results. In 

OpenCV-Python this method is provided by a function cv2.matchTemplate(), and there are 6 

comparison methods can be used, their formula is listed in Table 1.  

Table 1. Comparison method and their formulas offered in matchTemplate(), where T stand for template and I 

stand for target image. The return value will be stored as R. 

TM_SQDIFF 𝑹(𝒙, 𝒚) = ∑(𝑻(𝒙′, 𝒚′) − 𝑰(𝒙 + 𝒙′, 𝒚 + 𝒚′))
𝟐

𝒙′,𝒚′

 

TM_SQDIFF_NORMED 

𝑅(𝑥, 𝑦)

=  
∑ (𝑇(𝑥′, 𝑦′) − 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′))

2

𝑥′,𝑦′  

√∑ 𝑇(𝑥′, 𝑦′)
2

𝑥′,𝑦′   ⋅   ∑ 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′)
2

𝑥′,𝑦′  

 

TM_CCORR 𝑅(𝑥, 𝑦) = ∑ (𝑇(𝑥′, 𝑦′) ⋅ 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′))

𝑥′,𝑦′

 

TM_CCORR_NORMED R(x, y)= 
∑ (T(x',y') ⋅I(x+x',y+y'))x',y'  

√∑ T(x',y')2
x',y'  ⋅ ∑ I(x+x',y+y')2

x',y'  

 

TM_CCOEFF 

𝑅(𝑥, 𝑦) = ∑ (𝑇′(𝑥′, 𝑦′) ⋅ 𝐼′(𝑥 + 𝑥′, 𝑦 + 𝑦′))

𝑥′,𝑦′

 

Where, 

𝑇′(𝑥′, 𝑦′) = 𝑇(𝑥′, 𝑦′) − 1/(𝑤 ⋅ ℎ) ⋅ ∑ 𝑇(𝑥′′, 𝑦′′)

𝑥′′,𝑦′′

 

𝐼′(𝑥 + 𝑥′, 𝑦 + 𝑦′)

= 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′) − 1/(𝑤 ⋅ ℎ)

⋅ ∑ 𝐼(𝑥 + 𝑥′′, 𝑦 + 𝑦′′)

𝑥′′,𝑦′′
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TM_CCOEFF_NORMED 
R(x, y) =

∑ (T′(x′, y′) ⋅ I′(x + x′, y + y′))x′,y′

√∑ T′(x′, y′)2
x′,y′ ⋅ ∑ I′(x + x′, y + y′)2

x′,y′

 

 

According to the formulas in the above (Table 1), we can see that the 6 comparison methods 

can be divided into 3 groups. TM_SQDIFF choose to calculate the squared difference between the 

target image and the template image at each pixel, and then summing them up. As for TM_CCORR, 

it will calculate the sum of correlation between pixels of the target image and the template image. 

The last one, TM_CCOEFF, will uses correlation coefficients to calculate the sum of correlation. At 

the same time, they all have a normalized version, which end with “NORMED”. Because the formula 

is only a theoretical explanation, and cannot show the processing effect intuitively, we will determine 

which method we use through a set of comparisons. Comparison result, template and target image is 

shown in Figure 3-15. 

 

Figure 3-15. Template and target image 
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Table 2. Comparison of matching method 

TM_CCOEFF 

 

TM_CCOEFF_NORME

D 

 

TM_CCORR 

 

TM_CCORR_NORMED 

 

TM_SQDIFF 
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TM_SQDIFF_NORME

D 

 

 

From the matching results, the first four methods match the correct results. From the matching 

result, the TM_CCORR method seems to be more stable, because the highlights on the matching 

result are concentrated near the patterned position.  Therefore, we selected the CV_TM_CCORR 

method. 

Correcting 

The disadvantages of template matching 

As we can see, template matching is a very basic and direct algorithm, it finds out what we need 

by comparing the different parts of the template and the target image. As a result, template matching 

is not scaling invariant nor is it rotation invariant. In order to find out how much they can affect the 

matching result, I conducted a comparative test. The target patterns in the test has 3 variables:  

• Size: size ratio of the template (0.1~2.0) 

• Orientation: rotation degree (-45°~45°) 

It can be seen from the results (Figure 3-16), for our template image, the scaling of the size has 

the greatest impact on the matching results, especially when the target image is smaller than the 

template image. In addition, the tilt of the image causes a slight shift in the position of the center 

point (small point in Figure 3-16 ), which will also have adverse consequences for subsequent 

positioning process. In order to get the results correctly, we need to take steps to correct these errors. 
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Figure 3-16. Size & Orientation 

Scale 

 When the size of the template image and the target pattern are different, especially when the 

target pattern is smaller than the template image, the matching may fail, so we need to adjust the 

template image to the appropriate size before matching. But what is the appropriate size? The answer 

may already be told. If we look at the first line of Figure 3-16, you will find that the two areas in the 

middle have the better matching result, with scales of 1.0 and 1.4. So, we can know that the target 

pattern is preferably 1~1.4 times larger than the template image, and the matching result is better. In 

other words, the template image is preferably slightly smaller than the target pattern. And here comes 

another question, how to know the size of the target pattern? 

 In the current system, we know that only 14 LED lights will be lit at the same time in the LED 

array. Each of the right and left part of Position_LED have 5 LEDs while the left 4 LEDs belong to 

Data_LED. For template images, it is made up of 5 virtual LED. If we assume that all LEDs have 

the same brightness and no background noise, then when the size of the template image is the same 

as the size of the target pattern, the brightness of the template should be slightly higher than 1/3 of 

the overall brightness of the target image. Based on this assumption, we will establish a formula to 

adjust the size of the template graphic. 
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 We already know that after pre-processing, what we get is the image after noise reduction, 

balance brightness, and binarization. Because there are only two values of 0 or 1 in the binary image, 

the luminance value can be calculated directly by calculating the sum of the matrix elements. Next, 

we will use a perfect picture (no noise, equal brightness of LEDs) as the target picture, and directly 

intercept the left half of Positio_LED as a template to see how much the brightness ratio between 

them is. 

 

Figure 3-17. Template and target image we used 

 After calculation, the brightness value of the target image is 1125060, and the brightness value 

of the template is 418200. The brightness of the template image is equivalent to 0.372 times of the 

target image. Similar to our guess, but with the use of perfect image. 

Now let's imagine a difference in the size of the template image and the target pattern, because 

when the size of the image changes, the area of the pattern in the figure actually expands by a square. 

Therefore, if you do not consider the preprocessing process, the brightness between the two should 

match the relationship: 

ξ𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 = √𝐵𝑖𝑚𝑎𝑔𝑒/(𝐵𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 ∗ 2.8) (1) 

In order to verify this formula, we carried out a set of experiments. In the experiment, we scaled 

the target image which shown in Figure 3-17 by setting index as 0.5, 0.6…1.4, 1.5, and analyzed the 



40 

 

relationship between the scaling value and the brightness ratio. After finishing the data, we got a 

chart (Figure 3-18) and a fitting formula (2). 

 

Figure 3-18. Scaling value & Brightness rate 

ξ𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 = 0.3052(𝐵𝑖𝑚𝑎𝑔𝑒/𝐵𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒) + 0.1674 (2) 

 To be honest, I didn't expect the fitting equation to be a linear equation at first, so it was a bit of 

a surprise to see it. After analysis, I found that the problem occurred in the pre-processing stage 

because of the use of adaptive threshold method. Because in the adaptive threshold method, the 

threshold is determined by the average of the brightness of pixels within a certain range (decided by 

blocksize). So, in the case where the LED is imaged as a solid circle, the processed image will be 

hollow. Because the brightness of the pixels near the center of the circle is all high, the average 

threshold near the center point will rise to a high level, in the end only a few prominent bright spots 

are left. The larger the size of the pattern, the higher the proportion of the hollow. Therefore, when 

the binarized image is used to obtain the brightness of the original image, the obtained brightness 

0.5
0.6

0.7
0.8

0.9
1

1.1
1.2

1.3
1.4

1.5

y = 0.3052x + 0.1674

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 1 2 3 4 5

sc
al

in
g

 v
al

u
e

brightness rate



41 

 

value becomes smaller; otherwise, when the pattern size is small, the obtained brightness value will 

be larger than it should be. 

Tilt and Secondary positioning 

Because the basic principle of this function is to calculate the similarities and differences of the 

two images, the final matching result can be biased when the pattern in the target image is tilted, as 

shown in Figure 3-20. In order to get a higher matching precision, we introduced the secondary 

positioning. As the name suggests, it will locate the target for a second time on the basis of initial 

positioning results, and the target which we want to locate in this step is called the second location 

point. We choose the corner of the Angle brackets as the second location point (Figure 3-10 (c)), 

because it should theoretically be coaxial with Data_LED, get its position will be helpful for the next 

step. On the other hand, this point only has very small deviations in the tilted image, making it easier 

to accurately determined than other points. 

In the secondary positioning, we first calculate the approximate position of the second location 

point from the known left and right location points by using the proportional relation existing in the 

LED array. If the LED is closely aligned and the LED diameter is treated as Unit 1, the distance 

between the left center point and the right center point of Position_LED is approximately 13. Create 

a one-dimensional coordinate axis between left location point and right location point, using the 

midpoint as the origin of the axis, the coordinates of the left and right second location points are 

approximately -5.5 and 5.5 respectively, we can use that to calculate the approximate position of the 

second positioning point. However, the results may be biased rather than the exact location of the 
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second location point in the actual image. In this step, we will scale the coordinates of the 

approximate position in the vertical direction to reduce the vertical drift (in this experimental system, 

we chose 0.8 as the scale factor), and then use the precise positioning to determine the exact location 

of this point in the image. 

In this step, we will look for the target in a smaller scope. Because of the change of scale, the 

shape of the second location point can be approximately treated as a circle, and the goal of this step 

is to find a point as close to the center of the circle as possible. To achieve this goal, we will set up a 

detection array to assess the fitness and determine the direction of the next adjustment by analyzing 

the distribution of the values in the array. After several iterations, we will approach the real position. 

The detection array is a 3 by 3 square array made up of 9 detection points. The calculated approximate 

location of the second positioning point will be the location of first detection array’s center point. 

The sides’ length of the array is an important parameter need to consider. If the selection is too small, 

the target may be missed; If the sides are too large, there will be detection points outside the target 

when fully fitting. In this experimental system, we choose 0.6 as the side length, and the diagonal 

length is about 0.85. So, when the test results are fully fit, all the detection points can be included 

within the target. 

After obtaining the location of each detection point in the detection array, the brightness value 

of each point will be measured with a threshold. If the brightness value exceeds the threshold, the 

value of that point is 1. If not, it's 0. Next, we will calculate the sum of the detection arrays. If sum 

is greater than our expectations (7 is used in this experimental system), we can think that the center 
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point at this time is close enough to the center of the target, and we can stop iterating and return the 

coordinates of the current center point; if it does not meet the requirements, we will adjust the position 

of the center point. First, we need to compare the sum of the first row and the third row, the 

normalized result will be used as a horizontal adjustment vector’s normalized coefficient. 

Correspondingly, we can compare the first column with the third column to get the vertical 

adjustment vector’s normalized coefficient. The combination of the vertical and the horizontal 

adjustment vectors is the direction vector we need. Now that we have the direction, the next step is 

to determine the step length of the adjustment. The step length is the same as the side length of the 

inspection array. If it is too long or too short, the system performance will be affected. If the step size 

is too large, it may cause the result to oscillate, or even the result will not converge, leading to the 

failure of positioning. Conversely, too short steps slow down the convergence of the system and 

extend the positioning time. To balance stability and speed, we use a variable adjustment step size. 

Because our goal is to make the center of the detection array as close to the center of the circle 

as possible, we can use its value as an adjustment parameter for the step size. If its value is 0, it means 

that it is still outside the scope of the target circle. We use a larger adjustment stride to reduce the 

time required for positioning. If its value is 1, it means that it has already entered the target circle. At 

this time, a smaller adjustment step is used for more precise adjustment. At the same time, the module 

of the normalized horizontal adjustment vector and the vertical adjustment vector can also adjust the 

step size to a certain extent. Because in some cases they are not integers. Combine the adjustment 
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step and direction vector, we can get the adjustment vector needed. In our experimental system, we 

use the following equation to calculate the adjustment vector: 

𝑎𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 = {
0.3 ∗ (𝑥 ∗ �⃗� + 𝑦 ∗ �⃗⃗�) ,  𝑣𝑎𝑙𝑢𝑒centerpoint = 1

0.6 ∗ (𝑥 ∗ �⃗� + 𝑦 ∗ �⃗⃗�) ,  𝑣𝑎𝑙𝑢𝑒centerpoint = 0 
 

𝑥, 𝑦 is the normalized coefficient 

X⃗⃗⃗,Y⃗⃗⃗ is the unit vector of the x-axis and y-axis 

After we get the adjustment vector, we can use it to adjust the coordinates of the center point, 

and then enter the next iteration. In the next iteration, a new detection array will be created with the 

updated coordinates of the center point. 

Because of defects in imaging or other reasons, we may never get a perfect location. Also, there 

are only nine detection points, the accuracy of the detection is not very high. In some cases, the 

iterative process can become a dead loop. To avoid this, we need to set the maximum number of 

iterations for an iteration. Therefore, the precise positioning will exit the iteration in two situations:  

1. The value of the detection array meets the expectation 

2. The number of iterations reaches the maximum number. 

The Figure 3-19 is an example of an accurate positioning. The green dot means that the value 

of this point is 1, and the blue dot is 0. The red dot is the center point of the detection array. After 

two iterations, it reached the expected value.  
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Figure 3-19. The process of precise positioning.  

 

Figure 3-20. After initial positioning, location point of Position_LED(yellow) and Data_LED(green) have some 

deviation from the central axis (red) 

 

Figure 3-21. After the secondary positioning, the deviation is well corrected.  

Figure 3-20 is the result of initial positioning. As can be seen from the image, the center point 

(yellow point) of the left and right Position_LEDs and the coordinates (green points) of the 

Data_LED calculated on this basis are shifted to different degrees with respect to the symmetry axis 
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(red dotted line). Because of the coordinates of each point after calculation, there is no small drift 

with the real position. After sampling the LED of the Data_LED part, the three sets of experiments 

all get the wrong result. 

Position result After secondary positioning is shown in Figure 3-21. Be aware of that, the yellow 

point marks the position of the second location point rather than the location point of Position_LED. 

As we can see from the image, the LED of the second location points and the Data_LED parts are 

distributed on the symmetry axis. After sampling the LED of the Data_LED part, we can get the 

correct result we want. Hence, we can say that this method indeed effectively corrects the deviation 

of the initial positioning results and achieve higher-precision positioning of the target points. 

After getting the exact position of the second location point of both sides, we will reestablish a 

one-dimensional number axis between two points and take the midpoint as the origin. So, all points 

on Data_LED should be passed by this number axis. We can calculate the coordinates of each points 

according to Figure 2-2,  results are summarized in the table below (Table 3). 

Table 3. Coordinate of each detection point on number axis 

2nd location point(L) P1 P2 P3 P4 P5 P6 P7 P8 2nd location point(R) 

-5.5 -3.5 -2.5 -1.5 -0.5 0.5 1.5 2.5 3.5 5.5 

Combine this proportional relation and the coordinates of the left/right second location point, 

we can find the location of each point in Data_LED. Then compare the brightness value of this point 

with a threshold. If it exceeds the threshold, it is 1, and if it does not exceed it, it is 0. The result will 

be summarized and stored as "P1P2P3…P8". Because in this experiment, Data_LED is composed of 
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8 LEDs. After all the comparisons are completed, we will get an 8-bit binary code, like”01100101”. 

Because this code corresponds to a particular piece of information, we might as well call it the 

eigenvalue. 

 Protocol & Synchronization Control 

Protocol 

The role of the protocol is to translate the eigenvalues into the results we need, and error 

detection should also be done during this process. In this experimental system, eigenvalue only has 

8-bit space to put binary numbers, which can make up 256 different numbers. But we can't assign 

them all, and then we can't tell if there's an error in the communication process. We decided to light 

up 4 LEDs each time to pass information, means that there will only be 4 “1” in the eigenvalue. If 

the number of "1" in the result exceeds four, it means that there is an error in the transmission of this 

frame signal, we will return “error” to the main process. In addition, we should pay attention to the 

possible errors caused by a single strong light source. For example, the system itself does not have 

an output, but when a large point of light appears in the range of Data_LED, and crosses multiple 

detection points at once, it can be read by the system incorrectly. So, the eigenvalues like "01111000" 

also need to be excluded. In this experimental system, 8 detection points will be divided into two 

parts. P1~P4 is the first half, P5~P8 is the second half. Each part will have only 2 “1” each time, 

together there will be 4 “1” in the eigenvalue. So, a valid eigenvalue should meet the conditions: 
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𝑃1 + 𝑃2 + ⋯ + 𝑃8 = 4  

𝑎𝑛𝑑  

𝑃1 + 𝑃2 + 𝑃3 + 𝑃4 = 𝑃5 + 𝑃6 + 𝑃7 + 𝑃8 = 2 

With this configuration, we finally have a total of 36 different eigenvalues. Because our purpose 

is to pass textual information, English letters will occupy 26 of them. In addition to "00111100", 

there are also 5 eigenvalues to be assigned to commonly used space, comma, period, exclamation 

mark, and question mark, as shown in Figure 3-22 

 

Figure 3-22. Alphabet dictionary for our system 

Synchronization Control 

Synchronous control has always been the focus of communication systems, and it is also true in 

OCC system. Our goal is to establish a communication system that can run continuously in real time. 

Synchronous control should start before the signal is transmitted and keep running on the background. 
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In this experimental system, we will synchronization with timestamp detection. After obtaining 

the timestamp, the system performs mathematical operations on the timestamp. If the result satisfies 

the condition, go to the next step, otherwise it will continue to operate on the next timestamp. 

We set the communication rate to 10 frames per second, so when the cent second in the time-

stamp is 0, we will give the camera a signal to start recording. At the transmitter, the system will 

refresh a few cent seconds in advance because we needed to avoid refreshing in the camera exposure 

interval. The detailed explanation will be shown in the Figure 3-23. 

 

Figure 3-23. Synchronization control 

 Multiple Processing 

Image process will spend a lot of time and there is not so much time for the system. For example, 

if the refresh rate of camera is 30fps, which means we have to finish each processing in 0.033s. And 

if the image is large or our equipment only have a limited computing power, we will miss some flame. 

To avoid this problem, we need to “make” some time by using multi-progress system.  

 And the question is, does it save time? 

 To get the answer, I ran a test using multi-progress system. In this test, system will loop the 

image process for certain number of times and record the total time. Equipment is my laptop with an 

i5-2430m. result is shown in Figure 3-24 and Figure 3-25, where the output is a single-process system 

for a single column 10, and the multi-process system for outputting multiple columns of 10 
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Figure 3-24. Under Windows10, two system have a close performance. 

 
Figure 3-25. Under Linux system (Arch Linux) 

  As the result show, it doesn't seem to make much difference to use multiple processes on 

Windows. While on Linux systems, using multiple processes does save a lot of time. From Figure 

3-25, we can see that system uses multi-progress is slightly faster than single-process system when 

loop 100 times and much faster when loop number is 1000. For Windows system, to create or manage 

a lot of processes it is a heavy work, and Linux has a better performance in multi-progress. So, this 

result is not surprising. In general, if we use Linux platform, multi-progress system can help us save 

much time. If we use windows, there is almost no difference between single process and multi-

progress system 
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 Hardware 

The hardware part is the basis of the whole system implementation, so the choice of this part 

will also affect the performance of the whole system. 

 LED Array 

 LED array is key component of the transmitter, 14 LEDs will be composed together to work as 

a signal source. For various reasons, infrared LEDs will be used in our system. The model we chose 

was SI5312-H, which was designed as a remote-control light source, so it matched our needs. It emits 

a wave peak near 950 nm, a power half angle of plus or minus 8 degrees, and a power dissipation of 

145 mW [46]. The driver of the LED array will be completed by a Raspberry Pi 3b. Raspberry Pi is 

the most popular single-board computer in the world, and its own GPIO can control many electronic 

devices. At the same time, because it runs the Linux system itself, it is very easy to remotely control 

it. Because it is outdoors, because it runs outdoors, it will be powered by charging power (Figure 

4-1(a)).  

 

Figure 4-1. An overview of hardware of transmitter and receiver 



52 

 

 Optical Filter 

 In order to shield the light wave of visible wavelength, we use an infrared optical filter, model 

FGL780S, made by THORLABS. From the data we got from the official website [47], the filter can 

filter out light below 780 nm, basically including all the visible light bands. Its transmission curve is 

shown below (Figure 4-2) 

 

Figure 4-2. The transmission curve of FGL780S 

 Camera 

As a main component of receiver, camera will be used to detect light signal. In this system we 

use a combination of USB web camera (USBFHD01M) and an optical lens (16mm focal length,20° 

viewing angle). Also, an optical filter will be used to reduce the interference caused by ambient light. 

USBFHD01M is a web camera with UVC support, which means you can control it by OpenCV 

directly and no need to install some other drivers. It uses Omnivision OV2710 as the image sensor 

and can stream in MJPEG or YUY2 formats. Most importantly, it can stream images in 60 frames at 
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1280×720 resolution. This camera is driven by a PC and all image processing and data processing 

will be completed by the PC program. Hardware setting of camera is shown in  Figure 4-1(b).  
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 Experiment Results & Analysis 

We did this experiment in the corridor (shown in Figure 5-1). The distance between transmitter 

and receiver is 5m, and the message we try to transmit is a sentence consist 30 characters (space is 

included) " we can communicate by light! ". transmission speed is 10 letters per second and the 

transmitter will keep trying until we make it stop. We run the experiments for 5 times, each time 

system will keep running for 10 seconds. So, every time we finish the experiment, we will receive 

1000 letters. We will analyze the operation of the system by analyzing these letters. Transmission 

errors include two situations: missing frames and error frame. Missing frames means that the system 

have missed a frame, which makes the information we receive incomplete. The wrong frame 

indicates that the image has been processed without the correct result. 

 

Figure 5-1. Experiment environment and output in the terminal. 

 Result 

As the result shown in Table 4, the number of missing frames was not significant, with an 

average of 3.2 times. The number of occurrences of erroneous frames fluctuated significantly, with 
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an average of 7.6 frames. The final total error is 10.8 per thousand frames. In conclusion, we can get 

the whole sentence at the most time and the average error rate is about 1%.  

Table 4. Result 

Experiment 1 2 3 4 5 Average 

Missing Frames 3 4 3 2 4 3.2 

Error Frames 0 14 10 10 4 7.6 

Error Rate 0.3% 1.8% 1.3% 1.2% 0.8% 1.08% 

 Analysis 

Before analyzing the received results, we need to analyze the sent information first. Before 

analyzing the received results, we need to analyze the information sent. In this experimental system, 

the message we send is a sentence " we can communicate by light! ". The characters and numbers it 

contained are as follows (Table 5): 

Character space c n m a t e i w y h b u g ! o l SUM 

Times 6 3 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 30 

Table 5. Characters in the sentence, different background colors represent different occurrences 

 Suppose the occurrence of the error is random. If the number of occurrences of a letter is higher, 

the number of errors should be higher when the number of errors is counted. For this idea, we divided 

the characters into three groups: “spaces” is the only one which appeared six times, marked with red; 

characters that appeared 2 to 3 times were grouped and marked with yellow; The characters appeared 

only once are grouped together and are identified by white background, as shown in Table 5. Next, 

we will analyze the missing and error frames from both the characters and the distribution in the 

timeline. 
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Characters 

The statistical results of the number of occurrences of characters in lost frames and error 

frames are as follows (Table 6): 

Missing Frame Statistics 

 

Error Frame Statistics 

Character Times Character Times Eigenvalue (“”:1, “”:0) 

space 3 t 7 
g 3 m 6 
e 2 e 6 
y 2 g 4 
u 1 space 3 
b 1 y 3 
w 1 n 2 
l 1 b 2 
a 1 a 2 
i 1 w 1 
SUM 16 c 1 



i 1 
SUM 38  

Table 6. Statistics result on the number of occurrences of characters in missing frames and error frames 

Missing Frame 

As can be seen from Table 4, the number of lost frames in the five sets of experiments is 

relatively stable, about 3‰. For characters, we can see that in our experimental results (Missing 

Frame Statistics), 10 characters have been missed. Because the number of missing frames is not very 

large, only 16 of the 5,000 characters we tested were missed; at the same time, the number of times 

each character was lost was not much different. And similar to the previous assumptions, because of 

the large number, "space" is lost the most. So there seems to be no strong connection between the 

lost frames and the categories of characters, or, there are no cases where certain characters are 

particularly easy to be missed. 
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Error Frame 

Because the number of error frames is over twice that of the former, we seem to be able to see 

some problems.  Unexpectedly, "space" is not the most wrong this time. If you consider the number 

of characters in our data, the most common characters that are wrong are "g", "t", "m", "e". For 

such a result, we have such speculation for the reason: 

⚫ Hardware problem (LED problem) 

⚫ Algorithm problem (less recognition of a certain pattern) 

Since both of these problems are related to the eigenvalue, we will analyze the eigenvalue 

next. We add the eigenvalues of the error frame and we can get the following results (Table 7, 

Table 8). 

 P1 P2 P3 P4 P5 P6 P7 P8 

SUM 14 13 25 24 7 14 29 26 

Table 7. The number of occurrences of each detect point in the Data_LED in the error frames 

 P1 P2 P3 P4 P5 P6 P7 P8 

rate 1.17  1.30  1.19  1.41  1.40  0.70  1.26  2.17  

Table 8. Considering the total number of uses, occurrences of each detect point in the Data_LED in the error 

frames 

Table 8 is the result of dividing the value of Table 7 by the number of occurrences of the 

character itself. As we have done before, we divide them into three groups based on the number of 

occurrences. It can be seen from Figure 8 that if the value of P4, P5, and P8 in the eigenvalue of the 

character is 1, there is a higher risk of getting the error frame. In fact, I am little surprised by this 

result of P4 and P5. Because the principle of our positioning is to locate the two ends first, and then 

to locate the middle, in this case, in fact, the middle position should be the most stable position. For 

P8, I think it is more likely to be a problem in the LED array, resulting in a higher error rate when 

using the P8 position. In fact, it is theoretically possible to use LEDs in both P1 and P8 positions to 
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cause positioning errors because they are closer to Position_LED; this is why I have to set a space 

between the two ends of the Data_LED. 

 P1 P2 P3 P4 P5 P6 P7 P8 

rate 0.44  0.25  0.36  0.38  0.33  0.33  0.43   

Table 9. The result of removing all characters using P8 position and the character "e" 

 If we removing all characters using P8 position and the character "e", we can see P3-P6 have a 

similar error rate, while P1 has the highest error rate and P7 is the second. Someone may ask why 

we need to eliminate the character "e". While that should blame the eigenvalue of 

"e":(00111010), which has three "1" positions at the same time are adjacent. 

Because there are three LEDs in our template image to form a straight line, when three "1" 

neighbors appear, it may cause interference to the positioning and eventually lead to recognition 

failure. And in fact, the system has made many mistakes in the recognition of the character "e". 

As can be seen from the results, using the detection on both sides is actually more likely to cause 

recognition errors. 

Distribution in the Timeline 

 

Figure 5-2. The total received data set is arranged according to the receiving time.  
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 In order to analyze the time and concentration of missing frames and error frames, we arrange 

all the data according to the receiving time. The final result can be seen in the Figure 5-2, while the 

missing frame is marked with yellow, and the error frame is marked with red. 

Missing Frame 

As can be seen from the figure, the distribution of missing frames is more random, but there is 

a tendency to appear intensively (identified by a yellow rectangular frame in the figure). So, my guess 

is that the missing frames may be due to systemic reasons. Because image processing needs to occupy 

a lot of computing resources, the processing time of each frame is actually different. In order to avoid 

waiting for the entire system due to the long processing time of a certain frame of image processing, 

we set up a multi-process system to process multiple frames of images in parallel. This is equivalent 

to an insurance measure to ensure that the system can receive all frames from the transmitter. 

 But there are always times when you are unlucky. If all processes in the process pool exceed 

the specified processing time (0.1s for 10fps), then the system has no extra resources to process the 

new frame. So, when the time is up to receive the next frame, the sync control module will not send 

a signal to the camera. This leads to the occurrence of missing frames. If a process is stuck in a certain 

frame for a long time, the probability of the system missing frames increases. If we can find a faster, 

more resource-efficient target location algorithm, we can reduce the number of lost frames to a large 

extent. Also, reducing the timeout detection time of a single process can be another solution, but this 

will increase the number of frames that process timeouts. 

Error Frame 

The distribution of error frames is equally random, but the distribution is different in different 

experiments. Because of this, I feel that the error frame is more related to the environment and 

hardware, so the results of different experiments will have such a big difference. 
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What Can We Research? 

To protocol: 

⚫ Using P1 and P8 in Data_LED may result in higher detection failure rates 

⚫ 3 LEDs adjacent to each other may result in higher detection failure rates 

To system design: 

⚫ Missing frame is a systematic reason, but can be further balanced 

To hardware: 

⚫ There may be a problem with the P8 LED in this experiment. 

Future Work 

⚫ Modify Protocol 

⚫ Find a suitable threshold for timeout detection 

⚫ Modify hardware 

⚫ Find a faster, more resource-efficient target location algorithm  
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 Conclusion 

Starting from an optical wireless communication system which can be used for V2V 

communication, an optical camera communication system that can automatically locate the light 

source and output data real-time has been developed. This system has used infrared LEDs and a 

webcam as transmitters and receiver and is capable of communicating at a rate of 10 letters per second 

with a distance of 5 meters. According to the experimental results, the bit error rate of the system is 

about 1.08%. 

This result is achieved under limited hardware conditions, and the software has some areas for 

improvement. For example, the match template algorithm used requires a lot of computing resources. 

It is believed that if there are improvements to the software and hardware, there is still much room 

for improvement in this system. According to the results analysis, future work will be concentrated 

in the following points: 

⚫ Modify Protocol 

⚫ Find a suitable threshold for timeout detection 

⚫ Modify hardware 

⚫ Find a faster, more resource-efficient target location algorithm  
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In order to solve the shortage of communication channels, wireless optical communication has been 

widely developed in recent years. In this thesis, starting from an optical wireless communication 

system which can be used for V2V (Vehicle to vehicle) communication, a real-time optical camera 

communication system using USB web camera and IR-LED is described.  

This OCC system can automatically locate the light source and output data real-time. A LED array 

was built by low power IR LEDs used as the transmitter to transmit information, meanwhile, a USB 

web-camera is used as the receiver. The web-camera is connected to the computer and the computer 

will be responsible for the rest of the image processing. In the image processing process, the system 

will complete noise reduction, target positioning, positioning correction, data extraction. In order to 

avoid waiting for the entire system due to the long processing time of a certain frame of image 

processing, a multi-process system which can process multiple frames of images in parallel is used. 

According to the experimental results, the system can communicate at a distance of 5 meters, 

transmitting ten characters per second, and the average bit error rate is 1.08%. 
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