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## Abstract (English)

# A Study on Advanced Localization Technique Based on Time of Arrival Trilateration 

Sajina Pradhan<br>Advisor: Prof. Suk-seung Hwang<br>Department of Electronic Engineering<br>Graduate School of Chosun University

Location detection technology (LDT) is one of the core techniques for location-based service (LBS) in the wireless communication for improving resource management and quality of services. The location of a mobile station (MS) is estimated using the time of arrival (TOA) trilateration technique based on three circles with their centers corresponding to the coordinates of the three base stations (BSs) and their radii corresponding to distances between the MS and BSs. For accurately estimating the location of MS, three circles should meet at a point for the trilateration method, but they generally do not meet a point because the radius is increased depending on the number of time delay samples for estimating the distance between the MS and BS and the sampling rate. I classify all possible cases (four cases) where three circles do not meet at a single point. Those cases are classified based on the size of the estimated circles
and the coordinate of BSs. In order to enhance the performance of the TOA trilateration, the advanced localization algorithms suited to each case have been proposed.

In the general case (case 1), there are six intersection points of three intersecting circles based on the increased radii, the shortest distance and the line intersection algorithms are proposed. The mathematical analysis is provided to indicate the relation between the line intersection algorithm and the shortest distance algorithm. In the specific case (case 2 ) where there are total six intersections based on the three extended circles and a small circle has four intersections with two large circles, the comparison approach of intersection distances has been proposed. For the case 3, where there are four intersection points based on three extended circles and a small circle has two intersection points with one large circle, the small circle intersection approach has been proposed. For the case 4, there are two intersection points of two large circles and a small circle lies completely inside the overlapping area of two large circles, the closest point algorithm has been proposed. For the best performance of the location estimation, the proposed four algorithms should be employed with a hybrid form. For this purpose, I propose a mode selection algorithm to efficiently select the proper case, and a hybrid TOA trilateration algorithm based on four algorithms.

In this study, I consider all possible cases for occurring the location estimation error and verify that the proposed algorithm has a lower error comparing to the conventional TOA algorithm. This advanced hybrid TOA trilateration algorithm is expected to be mainly employed in the various fields requiring excellent location estimation performance.

Index Terms: Location detection technology, Time of arrival (TOA), Trilateration, Location estimation, Intersection of three circles

## Abstract (Korean)

도래시간 삼각변 측량법 기반의 고성능 위치추정 기법에 대한 연구

사지나 프라다한<br>지도 교수: 황석승<br>전자공학과<br>조선대학교 대학원

위치 탐지 기술 (LDT)은 무선통신에서 자원 관리 및 서비스 품질을 향상시키기 위한 위치 기반 서비스 $(\mathrm{LBS})$ 의 핵심 기술 중 하나이다. 이동국(MS)의 위치는 기지국(BS)의 좌표를 중심으로 하고 이동국과 기지국들 사이의 거리를 반지름으로 갖는 3 개의 원을 기반으로 하는 도래시간(TOA) 삼각변측량법으로 추정한다. 삼각변측량법을 사용하는 경우 이동국의 위치를 정확하게 추정하기 위해서는 3 개의 원이 한 점에서 만나야 하지만 이동국과 기지국간의 거리를 추정하기 위한 시간 지연 샘플의 수 및 샘플링 주파수에 따라 반경이 증가하기 때문에 일반적으로 한 점에서 만나지 않는다.

본 논문에서는 3 개의 원이 한 곳에서 만나지 않는 모든 가능한 경우(4가지 경우)를 분류하였다. 이러한 경우는 추정된 원의 크기와 기지국의 좌표에 따라 분류된다. 또한, TOA 삼각변측량법의 성능을 향상시키기 위한 각 경우에 적합한 향상된 위치추정 알고리즘을 제안하였다.

일반적인 경우 (Case 1)에는 증가된 반지름을 기반으로 하는 교차되는 3 개의 원이 6 개의

교차점을 가지는데, 이 경우에 특화된 최단거리 알고리즘과 선 교차 알고리즘을 제안한다. 또한, 선 교차 알고리즘과 최단거리 알고리즘 간의 관계를 표현하기 위한 수학적 분석이 제공된다. Case 2 는 세 개의 확장된 원이 총 6 개의 교차점을 생성하고, 작은 원이 두 개의 큰 원안에 위치하며 두 개의 큰 원과 네 개의 교차점을 갖는 경우로써, 이에 특화된 교차거리 비교법을 제안한다. Case 3은 세 개의 확장된 원이 네 개의 교차점을 가지고, 작은 원이 한 개의 큰 원과 두 개의 교차점을 갖는 경우로써, 이에 특화된 작은 원 교점법을 제안한다. Case 4 의 경우 두 개의 큰 원이 2 개의 교차점을 갖고 한 개의 작은 원이 두 개의 큰 원의 중첩영역 내에 위치하는 경우로써, 이에 특화된 최접근 점 알고리즘을 제안한다. 최적화된 위치추정 성능을 위해서는, 위에서 제시된 위치추정 기법들이 각 경우에 대해 하이브리드 형식으로 사용되어야 한다. 이를 위해, 각 경우를 효율적으로 선택할 수 있는 모드선택 알고리즘과, 모든 알고리즘을 고려한 하이브리드형 위치추정 기법을 제안한다.

본 논문에서 제안된 알고리즘은 위치추정 오차가 발생할 수 있는 모든 경우를 고려하였고, 성능평가를 통해 일반적인 TOA 삼각변측량법에 비해 작은 위치추정 오차가 발생하는 것을 확인하였다. 개선된 하이브리드형 TOA 삼각변측량법은 우수한 위치추정 성능을 필요로 하는 다양한 분야에서 주도적으로 사용될 수 있을 것으로 기대된다.

CHO SUN UNIVERSITY

## 1 Introduction

### 1.1 Research Overview

Mobile location detection technique generates a great interest in the fields of cellular network and wireless local area network with the development of communication systems. As the wireless communication techniques are developed, we can find more and more applications related to location determination technology (LDT). The location detection of a specific user or object, including mobile humanoid robot is becoming an important issue in wireless communication environments because a lot of information related to the location of the mobile station (MS) is utilized in various communication services such as the location-based services (LBS) [1, 2]. The location information is used in a variety of fields from entertainment to emergency, which are more and more demanded. Researchers working in this field are pushing to get accurate mobile location devices with low cost, high performance, and reusability of components [3-6].

Since the mobile location has received significant attention over the past few years, some of the basic location detection methods have been described. There are a number of methods for determining the MS location, which is typically grouped into two main categories: handset-based and network-based [7-10]. The handset-based method needs a special type of handset device or network software and its representative example is a Global Positioning System (GPS) or Assisted GPS (AGPS) [11, 12]. The network-based method determines the mobile position by measuring its signal parameters received from BSs. Although the
network-based method can be easily implemented and cheaply employs existing technologies, its accuracy of the location detection performance is usually lower than that of the handset-based method. The network-based method includes received signal strength (RSS), angle of arrival (AOA), cell identification, time of arrival (TOA), time difference of arrival (TDOA), and fingerprint techniques [13-18]. In this dissertation, I mainly focus on the time of arrival (TOA) trilateration. The TOA trilateration method, which is one of representative location estimation approaches, estimates the MS location using the intersection point of three circles with their centers corresponding BS coordinates and radii corresponding the distances between MS and BSs. However, I generally estimate the distance between the MS and BS counting the number of delay samples, which is an integer. The estimated distance may be slightly increased and three circles based on the radii corresponding to the estimated distance may not intersect at a single point, resulting in location error. In order to solve this problem, I study the advanced localization technique based on TOA trilateration to estimate the location of MS.

### 1.2 Contributions of Dissertation

This dissertation aims at contributing to the field of localization technique. Among the different localization technique available, I mainly focus on the TOA trilateration method. The TOA trilateration may have a serious estimation error, when three circles do not meet at a single point. Thus, I classify all possible cases (four cases) where three circles do not meet at a single point as shown in Figure 1.1. The four different cases are classified based on the size of
the estimated circles and the coordinate of BSs. The number of the intersection points of three estimated circles in the four cases is given in Table 1.1 [19].


Figure 1.1 Four cases of three circles intersection

Table 1.1 The possibilities of the number of intersection points in the four cases

| Number <br> of <br> Cases | Number of intersection points |  | Total |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Circles | Circles | Circles | intersection |
| Case 1 | 2 | C1, C3 | C2, C3 | points |
| Case 2 | 2 | 2 | 2 | 6 |
| Case 3 | 0 | 2 | 2 | 6 |
| Case 4 | 0 | 2 | 0 | 2 |

In this dissertation, I proposed the different algorithms in four different cases to estimate the location of MS, select the proper mode cases in order to employ the proper algorithm in each case. For the best performance of estimation of MS localization, the proposed algorithm must be employed in the hybrid form.

The contributions of this dissertation are the following:

## - A TOA Shortest Distance Algorithm for Estimating Mobile Station Location

In this paper, in order to improve the performance degradation for accurately estimating the location of MS, the shortest distance algorithm based on the selection of three interior intersection points among the entire intersection points is proposed. The proposed approach determines the averaged coordinate of three selected intersection coordinates as a location coordinate of the MS.

## - Line Intersection Algorithm for the Enhanced TOA Trilateration Technique

TOA trilateration method estimates the distance between the BS and MS using the number of time delay, so three circles do not generally intersect at a point to give the true MS location which causes a serious problem in location detection. In order to solve this problem, a line intersection algorithm is proposed in which three lines, formed by connecting two intersection points of two specific BSs, intersect at a point to give the estimated location of MS.

## - Mathematical Analysis of Enhanced TOA Trilateration Localization Algorithm

In this paper, the mathematic analysis is provided in order to show the relation between the shortest distance algorithm and the line intersection algorithm. In this analysis, I verify that line equations based on the intersection points obtained from the shortest distance algorithm are identical to line equations obtained from the line intersection algorithm.

## - Comparison Approach of Intersection Distances for Advanced TOA Trilateration

The advanced TOA trilateration algorithm based on the line intersection algorithm has a good performance of estimation location of MS for the general case (case 1), but they may have serious location estimation error for the specific case (case 2), in which there are a small circle and two large circles. In the specific case, a small circle is located in an area of two large circles and a small circle meets two large circles at four intersection points. In order to solve the location estimation error problem, an efficient MS location estimation algorithm based on the comparison of the distances between two neighboring intersections is proposed, for the specific case.

## - Hybrid TOA Trilateration Algorithm Based on Line Intersection Algorithm and Comparison Approach of Intersection Distances

A hybrid TOA trilateration algorithm is based on the idea of combining the line intersection algorithm and comparison approach of distances together to estimate the location
of MS. It combines the desired algorithms in the general case and the specific case for the best MS localization performance.

## - Mode Selection Algorithm for Advanced TOA Trilateration Techniques

For the optimized location estimation, a proper algorithm should be effectively selected according to the proper case. Thus, the mode selection algorithm is proposed for distinguishing the four cases mode and employed the proper algorithm. The selection procedure for four cases is based on two equations that compare radii differences to center distances between the smallest circle and two large circles.

### 1.3 Organization of Dissertation

The structure of this dissertation is organized as follows. Chapter 2 describes the issue for TOA trilateration, when three circles do not meet at a single point. Chapter 3 describes the four cases based on the size of the estimated circles and the coordinate of BSs. Chapter 4 describes the shortest distance algorithm and the line intersection algorithm for case 1 , the comparison approach of intersection distances for case 2, the small circle intersection approach for case 3 and the closest point algorithm for case 4 . The performance of the proposed localization algorithms is illustrated by computer simulation results with various scenarios. The mathematical analysis is shown that the three intersecting lines based on three circles always meet at a point. Also, a mathematical analysis has been provided to show the relation between the shortest distance and line intersection algorithms. Chapter 5, I describe hybrid TOA
trilateration algorithm based on the line intersection algorithm and the comparison approach of intersection distances. I provide the performance analysis for verifying that the comparison approach of intersection distances has better performance than the line intersection algorithm, in the specific case. I, also, provide the overall selection method for distinguishing all four cases and employ the best algorithm for each individual case. Finally, chapter 6 concludes the dissertation.

## 2 Issue for Time of Arrival Trilateration

Location detection technology (LDT) is one of the core techniques for location-based service (LBS) in wireless communication for improving resource management and quality of services. The location of a mobile station (MS) is estimated using the time of arrival (TOA) technique based on three circles with centers corresponding to coordinates of three base stations (BSs) and radii corresponding to distances between MS and BSs. For accurately estimating the location of MS, three circles should meet at a point for the trilateration method, but they generally do not meet at a point because the radius is increased depending on the number of time delay for estimating the distance between MS and BS, and the sampling rate. The increased three circles intersect at six points and the three intersection points among them should be generally placed close to coordinate of the location for the specific MS. In this chapter, I discuss the problem of Trilateration method for TOA.

### 2.1 Introduction

The mobile location technique has increased the great interest in the fields of cellular and wireless local area networks with the rapid development of communication systems. New technologies and algorithms have found more and more applications in everyday human being life for the mobile location estimation. More researchers around the world are pushing forward to get high performance of the MS location with low cost, high precision, and reusability of the components.
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U.S. Federal Communications Commission (FCC) mandated cellular providers to generate the MS location for Enhanced-911 services [20]. It stated that at least $95 \%$ of emergency calls, a resolution of 300 m must be achieved in a first instance and that the resolution should be increased to 150 m for improved systems. Further, in the initial stage, $67 \%$ of the calls must be located within an error of 100 m and 50 m in the improved phase. The various approaches of location detection technologies (LDT) for mobile have also been given in [8, 21-42].

Location-based services (LBS) involve the procedure to find the geographical location of the MS. It provides services based on its mobile location information. It is classified as emergency services, informational services, tracking services, and entertainment services. Emergency services include security alerts and public safety [43-45], and informational services include news, weather, sports, and stocks, etc. Tracking services include asset, fleet, logistic monitoring, and personally tracking, and entertainment services include locating a friend, dating, and gaming etc. [46, 47]. For all the location-based wireless services, the location information is an essential parameter for anyone and anywhere with high accuracy and reliability measurements [48-52]. Also, the location detection technology plays a vital role for LBS related to the modern world technique using the mobile humanoid robot.

The location of MS is determined by an intersection of three circles with the radius being the distance between MS and each BS, and the center being BS's location. Since the distance is estimated by counting the number of time delay samples, the radius of the three circles might be increased and circles usually do not intersect at a single point to give the location of MS. Instead of meeting at a point, there generally exists six intersection points from three circles. This causes the performance degradation for accurately estimating the location of MS.
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### 2.2 Traditional Localization Technique

Geo-location, position location, and radiolocation are the commonly used terms to express the location of an object or user. Geo-location locates objects in terms of well-known global or local coordinates without employing Global Navigation Satellite System (GNSS), which has the advantage of low-cost implementation at the BS. Position location utilizes the coordinates of objects in two or three-dimensional space, which is mostly applicable in the incident detection and wireless network management. Radiolocation uses radio frequency (RF) signaling scheme to locate the objects, which has penetrating property through obstacles and propagating property for the long distance [50, 53, 54].

The localization scheme is used both in indoor and outdoor environments. In an indoor localization, the wireless local area network (WLAN) and Ultra-wideband (UWB) are well studied, but the accuracy of the indoor localization is affected by line of sight and multipath propagation [55-57]. For an outdoor localization, the Global Positioning System (GPS) is the most well-known outdoor localization techniques, which requires various high technologies to solve some problems related to the direct line-of-sight to the satellite, consuming a lot of the energy, high cost, time synchronization, and interference suppression [58]. The Internet of Things (IoT) is a novel paradigm which integrates a different kind of technologies, such as Bluetooth, Internet, Zigbee, Infrared, Wi-Fi, 3G, and General packet radio service (GPRS), and it enables those technologies to provide the location of the objects in different ways. Since various users and objects in different environments require the accurate location information in modern wireless communications, the effective location detection algorithms with high performance are dramatically developed [59-69].

In traditional localization algorithms for MS, there have been two fundamental principles used: the triangulation and trilateration method. The triangulation method determines the location of MS based on measuring the angle of the received signal from BSs. While the trilateration method estimates the location of the specific MS using at least three quadratic equations based on three circles with the center corresponding to the coordinates of BS and the radius corresponding to the distance between MS and each BS. Trilateration method is based on TOA or RSS measurements, whereas triangulation is based on AOA measurements [70-76]. Also, for accurately estimating the MS location, the triangulation requires various expensive angle measurement devices, unlike the trilateration technique. The mathematical computations for the trilateration algorithm are provided in detail in [77-85].

For a TOA method, the mobile position estimation is based on measuring parameters of radio signals that travel between the BS and MS . TOA technique measures the time from BSs to MS and it generates circles with a radius corresponding to each distance based on the measured times. The MS's position is found out by the intersections of circles from multiple TOA measurements.

### 2.3 Problem of Trilateration Method for Time of Arrival

For the TOA trilateration approach, the MS location is determined by solving at least three quadratic equations based on circles with radii corresponding to distances between MS and BSs and centers corresponding to coordinate of $\mathrm{BSs}[8,22,86-91]$. In this approach, the true distance between MS and $i$ th $\mathrm{BS}, r_{i}$, is given by

$$
\begin{equation*}
r_{i}=\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}, \quad i=1,2,3 \tag{2.1}
\end{equation*}
$$

where $(x, y)$ and $\left(x_{i}, y_{i}\right)$ are the coordinates of the true position of MS and the coordinates of the $i$ th BS position, respectively. The distances between MS and BS1, BS2, and BS3 are defined as $r_{1}, r_{2}$, and $r_{3}$, respectively, as shown in Figure 2.1, which presents the TOA trilateration algorithm.


Figure 2.1 True location of mobile station at a single point using the intersection point of three circles


Figure 2.2 Three circles based on increased distances between mobile station and base station

The distance between MS and BS is determined by measuring the arrival time of the signal from different BSs. The transmitted signal travels at the speed of light and it arrives at MS after the certain time period known as a time delay. Since this delay depends on the distance between MS and BS, it is the same as the time delay multiplied by the velocity of the light. The number of delay samples in term of a sampling rate is calculated by

$$
\begin{equation*}
n_{i}=\operatorname{ceil}\left(\frac{r_{i}}{c} \times f_{s}\right) \tag{2.2}
\end{equation*}
$$

where $n_{i}$ denotes the number of delays, $c$ is the velocity of light $\left(c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)$ and $f_{s}$ is the sampling rate. In (2.2), I employ 'ceil' function which defines the round up function, because the number of delays is an integer, but the right side in (2.2) may not be an integer. This integer number of delay samples results in an increment of distance between the MS and BS. Using (2.2), the distance between MS and $i$ th BS is estimated as

$$
\begin{equation*}
R_{i}=\frac{n_{i} \times c}{f_{s}} \tag{2.3}
\end{equation*}
$$

The estimated distance in (2.3) is increased from the original distance depending on the sampling rate, because the original distance is generally not a natural number, but $n_{i}$ is a natural number. This increased distance results in the increased circles and three circles do not intersect at a point as shown in Figure 2.2 unlike Figure 2.1. In Figure $2.2, R_{1}, R_{2}$, and $R_{3}$ are the increased distances corresponding to BS1, BS2, BS3, respectively. $I, J, K, I^{\prime}$, $J^{\prime}$, and $K^{\prime}$ are the six intersection points. Since the estimated distance by (2.3) is increased comparing to the original distance, there exists the estimation error of the MS location.

### 2.4 Concluding Remarks

The location of MS is determined by the intersection point of three circles whose center based on coordinates of three BSs and radius being the distances between MS and three BSs, for the TOA trilateration method. Since the distance between the MS and BS is estimated counting the number of time delay samples, those distances might be increased compared with
the original distance. The increased distances corresponding to the radii of each circle results in the error of the estimated location of MS because three circles do not meet at a single point. In this chapter, I discuss the problem formulation of trilateration for the TOA.

## 3 Classification of Four Possible Cases

### 3.1 Introduction

For a TOA method, the mobile position estimation is based on measuring parameters of radio signals that travel between BS and MS. TOA technique measures the time from BSs to MS and it generates circles with a radius corresponding to each distance based on the measured times. The MS's position is found out by the intersections of circles from multiple TOA measurements. The accurate MS location is determined based on an intersection point of three circles with the radius corresponding to the distance between each BS and MS (the center of each circle is a location of the corresponding BS). Since the TOA method determines the distance between MS and BS by counting the number of time delays, these three circles may not usually intersect at a single point, causing the serious localization error. I classify all possible cases (four cases) where three circles do not meet at a single point, for localization. Those cases are classified based on the size of the estimated circles and the coordinate of BSs.

### 3.2 Issue of Time of Arrival Trilateration Method

In the TOA trilateration technique, the location of MS is determined by a single intersection point of three circles with center coordinates of three BSs and radius corresponding to the distance between MS and each BS. The mathematical computations for the trilateration
algorithm are provided in detail in [70, 77-81, 92]. Assuming that there are three available BSs, the Euclidean distance between $i$ th BS and MS is given by

$$
\begin{equation*}
r_{i}=\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}, \quad i=1,2,3 \tag{3.1}
\end{equation*}
$$

where $(x, y)$ and $\left(x_{i}, y_{i}\right)$ are the coordinates of the true MS position and $i$ th BS position, respectively [93-96]. There are two cases (a general case and a specific case) for intersecting three original circles at a single point, shown in Figure 3.1. In the general case, three circles intersect at a point to locate MS. In the specific case, in which one small circle is located in the area of the two large circles, those three circles intersect at a point to locate MS.

The distance between the MS and BS is estimated by counting the number of delay samples or measuring the power of the received signal and is given by

$$
\begin{equation*}
R_{i}=\frac{n_{i} \times c}{f_{s}} . \tag{3.2}
\end{equation*}
$$

The details of the derivation and symbol of the equation (3.2) are defined in the previous chapter 2.


General case


Specific case

Figure 3.1 Cases for intersecting three original circles at a single point

### 3.3 Four Possible Cases

In the TOA method, the location of MS is determined by an intersection point of three circles formed by radius equal to the distance between individual BS and MS. Since the estimated distance (radius) is generally increased comparing to the original one, the estimated three circles may not interest at a unique point, resulting the MS localization error. This situation is classified into four cases as shown in Figure 3.2. Those cases are classified based on the size of the estimated circles and the coordinate of BSs. The detail classification of the four possible cases based on the estimated three circles is explained below.

In the case 1 (general case of three intersecting circles), there are total six intersection points ( $I, J, K, I^{\prime}, J^{\prime}$, and $K^{\prime}$ ) based on the three extended circles, as shown in Figure 3.2. In this case, there exists the location estimation error, because three circles do not meet at a point. In order to provide a better location estimation of MS, the shortest distance algorithm and the line intersection algorithm have been proposed in the next chapter 4.


Case 1


Case 3


Case 2


Case 4

Figure 3.2 Four possible cases where three circles do not meet at a single point, for the localization environment

In the case 2 (specific case of the intersection of three circles), in which there is the small circle $C 2$ is located in the area of the two large circles, $C 1$ and $C 3$. There are total six intersections ( $I, J, K, I^{\prime}, J^{\prime}$, and $K^{\prime}$ ) based on the three extended circles and a small circle $C 2$ has four intersections ( $I, I^{\prime}, J$, and $J^{\prime}$ ) with two large circles $C 1$ and $C 3$, shown in Figure 3.2. In this case, there exists the location estimation error, because three
circles do not meet at a point. In order to provide a better location estimation of MS, the comparison approach of intersection distances has been proposed in the next chapter 4.

In the case 3, where there are four intersection points based on three extended circles and a small circle has two intersection points with one large circle i.e. a small circle C2 intersects a large circle $C 3$ at point 3 and point 4, as shown in Figure 3.2. Since three extended circles do not meet at a point, there exists the location estimation error. In order to solve the MS location estimation error problem, I proposed the small circle intersection approach for the case 3 , in the next chapter 4 .

In the case 4 , there are two intersection points of two large circles and a small circle $C 2$ lies completely inside the overlapping area of two large circles $C 1$ and $C 3$, as shown in Figure 3.2. Since three extended circles do not meet at a point, there exists the location estimation error. In order to solve the MS location estimation error, I proposed the closest point algorithm for the case 4 , in the next chapter 4 .

### 3.4 Concluding Remarks

LDT is an important technique in a wireless communication system for LBS. In the TOA method, the location of MS is determined by an intersection point of three circles formed by a radius equal to the distance between individual BS and MS. Since the distances between MS and BSs are estimated by counting delay samples, three circles do not intersect at a point. In this chapter, I classify all possible cases (four cases) where three circles do not meet at a single point, for localization. Those cases are classified based on the size of the estimated circles and the coordinate of BSs. In order to enhance the performance of the TOA trilateration, the
advanced TOA trilateration algorithms suited to each case has been proposed in the next chapter 4.
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## 4 Enhanced Time of Arrival Trilateration Algorithms

### 4.1 Introduction

The location of MS can be determined by measuring parameters of radio signals that travel between BS and MS. From the geometric approach, the TOA trilateration method forms three circles with the centers being coordinates of BSs and the radii being distances between MS and BSs, and the MS location is determined by an intersection of these three circles. Since the TOA method generally determines the distance between the MS and BS, by counting the number of time delays, the estimated distance may be slightly increased comparing to the original distance. As a result, three circles based on the estimated distances, usually may not intersect at a single point, which results in the estimation error. I classify all possible cases where the resulted circles may not meet at a single point. In order to enhance the performance of the TOA trilateration, I propose the efficient algorithms suited to each case in this chapter.

### 4.2 Shortest Distance Algorithm for Case 1

In the TOA trilateration technique, the distance between MS and BS is the same as the signal propagation multiplied by the speed of light $[7,8]$. Since TOA estimates the distance between MS and BS by counting the number of time delays, the estimated distance between MS and BS is generally increased from the original distance. Due to the increased distance between the BS
and MS, three circles based on three available BSs do not meet at a single point and there exists six intersection points of three intersecting circles based on the estimated distances, as shown in Figure 4.1.


Figure 4.1 Intersection of three circles based on the estimated distances

In order to estimate the location of MS from the unmatched three circles, the selection process is performed for the three interior intersection points among six points. For the $i$ th BS , I calculate two distances between the coordinate of the $i$ th BS and two intersection points of two circles based on other BSs. Then, I compare the two calculated distances. In this approach, the intersection point corresponding to the shorter distance between two distances is determined to one of three interior intersection points. In order to select another two interior intersection points, this step is repeated for another two BSs. Figure 4.2 shows an example of this method. For the BS3, an assumption has been made such that the estimated distance
between MS and BS1 $\left(e d_{1}\right)$ is smaller than that of the estimated distance between MS and BS2 $\left(e d_{2}\right)$ in this figure. The difference of coordinates for BS1 and BS2 is defined as

$$
\begin{equation*}
\delta x \triangleq x_{2}-x_{1}, \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta y \triangleq y_{2}-y_{1}, \tag{4.2}
\end{equation*}
$$

and the center distance between the BS1 and BS2 is calculated by

$$
\begin{equation*}
\delta=\sqrt{\delta x^{2}+\delta y^{2}} . \tag{4.3}
\end{equation*}
$$

The distance from the BS1's center coordinate to line joining points of intersection is calculated by

$$
\begin{equation*}
p=\frac{\left(\delta^{2}+e d_{1}^{2}-e d_{2}^{2}\right)}{2 \delta} \tag{4.4}
\end{equation*}
$$

Using $p$ in (4.4), coordinates of intersection points based on BS1 and BS2, $I\left(I_{x}, I_{y}\right)$ and $I^{\prime}\left(I_{x}^{\prime}, I_{y}^{\prime}\right)$ calculated as

$$
\begin{equation*}
I_{x}=x_{1}+\left(\frac{\delta x \times p}{\delta}\right)-\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
I_{y}=y_{1}+\left(\frac{\delta y \times p}{\delta}\right)+\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{align*}
& I_{x}^{\prime}=x_{1}+\left(\frac{\delta x \times p}{\delta}\right)+\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right),  \tag{4.7}\\
& I_{y}^{\prime}=y_{1}+\left(\frac{\delta y \times p}{\delta}\right)-\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) . \tag{4.8}
\end{align*}
$$

After calculating distances between the coordinate of BS3 and, $I$ and $I^{\prime}$, I compare two distances. Finally, I select an intersection point corresponding to the shortest distance between two distances to one of the three interior intersection points. This step is repeated for BS1 and BS2 for selecting all three intersection points among six points.


Figure 4.2 The shortest distance between intersections of circles

### 4.2.1 Determining Location of Mobile Station

In this section, the location of MS is estimated using the selected three interior intersection points among six entire intersection points of three circles. The location of MS is estimated using the average of the coordinates of the selected three interior intersection points among entire six intersection points. The estimated location of MS in Figure 4.2, $(\hat{x}, \hat{y})$, is given by

$$
\begin{equation*}
\hat{x}=\frac{I_{x}+J_{x}+K_{x}}{3} \text {, and } \hat{\mathrm{y}}=\frac{I_{y}+J_{y}+K_{y}}{3} . \tag{4.9}
\end{equation*}
$$

The proposed algorithm for estimating the MS based on the TOA trilateration method is summarized in Table 4.1 and Figure 4.3 shows the flow chart of the proposed approach.

Table 4.1 Algorithm for estimation of mobile station position

Step 1: Initialize the circles $c 1, c 2$, and $c 3$ of BSs with the radius equal to estimated distances $\left(e d_{1}, e d_{2}\right.$, and $\left.e d_{3}\right)$, and coordinates of the considered BSs.

Step 2: Find all the feasible intersection points with three circles of BS.
Step 3: Calculate the distances between the center of the circle $c 1\left(x_{i}, y_{i}\right)$ and each feasible intersection $\left(x_{j}, y_{j}\right)$ formed by other circles of BSs $(c 2$ and $c 3)$. For example $\mathrm{i}=1$ and $\mathrm{j}=2$, and 3 .

$$
d_{i j}=\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}, \quad \begin{aligned}
& j=1,2,3,4,5,6 \\
& \\
& i=1,2,3
\end{aligned}
$$

Step 4: Select the intersection point corresponding to the shortest distance from step 3.

Step 5: Step 3 and step 4 are repeated for circles $c 2$ and $c 3$ of BSs.
Step 6: Decide the position of the object using the three selected points.

$$
\hat{x}=\frac{I_{x}+J_{x}+K_{x}}{3}, \quad \hat{\mathrm{y}}=\frac{I_{y}+J_{y}+K_{y}}{3}
$$



Figure 4.3 Flow chart for the proposed location estimation algorithm

### 4.2.2 Computer Simulations

In this section, I provide simulation results to verify the location estimation performance of the proposed algorithm. For the simulation, the location error between the original and estimated MS based on Euclidean distance is defined as

$$
\begin{equation*}
\text { Error }_{\text {position }}=\sqrt{(x-\hat{x})^{2}+(y-\hat{y})^{2}} \tag{4.10}
\end{equation*}
$$

and the mean squared error (MSE) of the MS location is given by

$$
\begin{equation*}
M S E_{\text {position }}=E\left[\text { Error }_{\text {position }}^{2}\right] . \tag{4.11}
\end{equation*}
$$

Similarly, the distance error between the true distance and the estimated distance is given by

$$
\begin{equation*}
\text { Error }_{\text {distance }}=\sqrt{\left(d-e d_{i}\right)^{2}} \quad i=1,2,3 \tag{4.12}
\end{equation*}
$$

and the mean squared error of distance is calculated as

$$
\begin{equation*}
M S E_{\text {distance }}=E\left[\text { Error }_{\text {distance }}^{2}\right] . \tag{4.13}
\end{equation*}
$$

For the simulation scenario, I assume that there are three available base stations with fixed coordinates as follows: $(-1000,5000),(6000,-3000),(-7000,600)$. The unit of coordinates used in this section is a meter (m). The various sampling rates have been selected as 10 MHz , $50 \mathrm{MHz}, 100 \mathrm{MHz}, 500 \mathrm{MHz}, 1 \mathrm{GHz}, 5 \mathrm{GHz}$, and 10 GHz . In order to calculate MSE, the simulations are performed $1,000,000$ times. And the x and y coordinates of MS location are randomly chosen with ranges of $-100 \mathrm{~m} \sim+100 \mathrm{~m}$ and $-500 \mathrm{~m} \sim+500 \mathrm{~m}$, for the case $A$ and case B, respectively.

The simulation results of MSE versus various sampling rate for the estimated distance are shown in Figure 4.4 and Figure 4.5, for the case A and case B, respectively. From figures, I observe that MSE for the estimated distance is decreased, as the various sampling rate is increased. That means the MSE for the estimated location of MS will be decreased, as the sampling rate is increased. Figure 4.6 and Figure 4.7 show simulation results of MSE versus various sampling rate for the estimated location of MS in the case A and case B, respectively.

From the figures, I observe that MSE for the estimated location of MS using the shortest distance algorithm is decreased, as the sampling rate is increased. That means the performance of the MS location estimation on the higher sampling rate is better than it based on the lower sampling rate.


Figure 4.4 Mean squared error of the estimated distance for the case A


Figure 4.5 Mean squared error of the estimated distance for the case B


Figure 4.6 Mean squared error of position estimation for case A


Figure 4.7 Mean squared error of position estimation for case B

### 4.3 Line Intersection Algorithm for Case 1

Since the TOA method measures the distance between the MS and BS by counting the number of sample delays, three circles based on the estimated distances may not meet at a point. These three circles usually generate six intersection points [92, 97-100] instead of a single
intersection point. This problem might cause a serious location detection error. In order to solve this problem, the trilateration based on the shortest distance algorithm, which selects the closest three intersection points to the locations of BSs among the entire six intersection points, was proposed [101, 102]. It determines the location of MS to the average coordinate of the selected three intersection points without considering the increased factor of each circle. This method usually has good location estimation performance, but it sometimes has a high estimation error in the extreme.


Figure 4.8 Example of the extreme case for the shortest distance algorithm (a) original location of mobile station, (b) estimated location of mobile station

Figure 4.8 shows an example of an extreme case. Figure 4.8 (a) shows the original location of MS and Figure 4.8 (b) shows the estimated location ( $\hat{M S}$ ) of MS using shortest distance algorithm based on the averaged three interior intersection points among entire six intersection points. In this case, the estimated location is quite far away from the original location of MS, because it does not consider factors of the increased factor of each circle. In order to overcome
this problem, I propose the efficient trilateration method based on the line intersection algorithm, which does not require selecting three interior points.

From the six relevant intersection points, there are three straight lines which connect two intersection points for specific two circles. These lines must meet at a point shown in Figure 4.9, and I determine the location of MS to this line intersection point. After I measure the distances between MS and BSs, three circle equations corresponding to each BS is given by

$$
\begin{align*}
& x^{2}+y^{2}+\alpha_{1} x+\beta_{1} y+\gamma_{1}=0  \tag{4.14}\\
& x^{2}+y^{2}+\alpha_{2} x+\beta_{2} y+\gamma_{2}=0  \tag{4.15}\\
& x^{2}+y^{2}+\alpha_{3} x+\beta_{3} y+\gamma_{3}=0 \tag{4.16}
\end{align*}
$$

where $\alpha_{i}=-2 x_{i}, \quad \beta_{i}=-2 y_{i}$, and $\gamma_{i}=x_{i}^{2}+y_{i}^{2}-e d_{i}^{2}$. Next, I solve three simultaneous equations of (4.14) and (4.15), (4.15) and (4.16), and, (4.16) and (4.14) to generate three line equations, yielding

$$
\begin{equation*}
\left(\alpha_{1}-\alpha_{2}\right) x+\left(\beta_{1}-\beta_{2}\right) y+\left(\gamma_{1}-\gamma_{2}\right)=0 \tag{4.17}
\end{equation*}
$$

$$
\begin{equation*}
\left(\alpha_{3}-\alpha_{1}\right) x+\left(\beta_{3}-\beta_{1}\right) y+\left(\gamma_{3}-\gamma_{1}\right)=0 . \tag{4.19}
\end{equation*}
$$

$$
\begin{equation*}
\left(\alpha_{2}-\alpha_{3}\right) x+\left(\beta_{2}-\beta_{3}\right) y+\left(\gamma_{2}-\gamma_{3}\right)=0 \tag{4.18}
\end{equation*}
$$

(4.17), (4.18), and (4.19) are intersection line equations of two circles based on BS1 and BS2, BS2 and BS3, and BS3 and BS1, respectively. Finally, I determine the MS location solving two equations among three intersection line equations. Considering (4.17) and (4.18), two equations form a matrix to get a solution, yielding

$$
\left[\begin{array}{ll}
\left(\alpha_{1}-\alpha_{2}\right) & \left(\beta_{1}-\beta_{2}\right)  \tag{4.20}\\
\left(\alpha_{2}-\alpha_{3}\right) & \left(\beta_{2}-\beta_{3}\right)
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
\left(\gamma_{2}-\gamma_{1}\right) \\
\left(\gamma_{3}-\gamma_{2}\right)
\end{array}\right],
$$

and the estimated location of MS, $(\hat{x}, \hat{y})$, is given by

$$
\begin{align*}
& \hat{x}=\frac{\left(\gamma_{2}-\gamma_{1}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\gamma_{3}-\gamma_{2}\right)\left(\beta_{1}-\beta_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)},  \tag{4.21}\\
& \hat{y}=\frac{\left(\alpha_{1}-\alpha_{2}\right)\left(\gamma_{3}-\gamma_{2}\right)-\left(\gamma_{2}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)} . \tag{4.22}
\end{align*}
$$

where $(\hat{x}, \hat{y})$ is the coordinate of the estimated MS location. Since this algorithm does not need to select three interior intersection points and does not affect in the extreme case, it is more efficient and accurate than the shortest distance algorithm. The steps to estimate the position of MS using the proposed algorithm is summarized in Table 4.2.


Figure 4.9 Line intersection algorithm

Table 4.2 An algorithm for estimation of mobile station position using line intersection

1. Estimate three distances between three BSs and MS using

$$
e d_{i}=\frac{n_{i} \times c}{f_{s}}, \quad i=1,2,3 .
$$

2. Generate three circle equations using

$$
x^{2}+y^{2}+\alpha_{i} x+\beta_{i} y+\gamma_{i}=0
$$

where $\alpha_{i}=-2 x_{i}, \beta_{i}=-2 y_{i}$, and $\gamma_{i}=x_{i}^{2}+y_{i}^{2}-e d_{i}^{2}$.
3. Determine the location of MS, $(\hat{x}, \hat{y})$, using

$$
\begin{aligned}
& \hat{x}=\frac{\left(\gamma_{2}-\gamma_{1}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\gamma_{3}-\gamma_{2}\right)\left(\beta_{1}-\beta_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}, \\
& \hat{y}=\frac{\left(\alpha_{1}-\alpha_{2}\right)\left(\gamma_{3}-\gamma_{2}\right)-\left(\gamma_{2}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)} .
\end{aligned}
$$

### 4.3.1 Mathematical Analysis of Enhanced Time of Arrival Trilateration Algorithms

In this section, I easily show that three straight lines considered in the line intersection algorithm, which connect two intersection points of specific two circles among entire three circles, always meet at a single point [103]. In addition, the detailed analytic mathematic relation between the shortest distance algorithm and the line intersection algorithm is presented [104, 105].

### 4.3.1.1 Mathematical Verification for Line Intersection Algorithm

The line intersection algorithm has the excellent performance for estimating the location of MS and it is efficient comparing to the shortest distance algorithm. However, it must assume that three lines, which connect two intersection points of two specific circles, meet at a single point. In this subsection, I mathematically show that three lines always meet at a single point and the above assumption is not required.

The solutions of the estimated MS location provided in (4.21) and (4.22) are the results from (4.17) and (4.18) based on BS1 and BS2, and BS2 and BS3. Therefore, if the estimated location coordinate, $(\hat{x}, \hat{y})$, in (4.21) and (4.22) is satisfied to (4.19), three intersection lines should meet at a single point. In order to show this, I substitute (4.21) and (4.22) into the left side of (4.19) as follows:

$$
\begin{align*}
& \left(\alpha_{3}-\alpha_{1}\right)\left[\frac{\left(\gamma_{2}-\gamma_{1}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\gamma_{3}-\gamma_{2}\right)\left(\beta_{1}-\beta_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}\right] \\
& +\left(\beta_{3}-\beta_{1}\right)\left[\frac{\left(\alpha_{1}-\alpha_{2}\right)\left(\gamma_{3}-\gamma_{2}\right)-\left(\gamma_{2}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}\right]+\left(\gamma_{3}-\gamma_{1}\right) \\
& =\frac{\left(\alpha_{3}-\alpha_{1}\right)\left(\gamma_{2}-\gamma_{1}\right)\left(\beta_{2}-\beta_{3}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}-\frac{\left(\alpha_{3}-\alpha_{1}\right)\left(\gamma_{3}-\gamma_{2}\right)\left(\beta_{1}-\beta_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}  \tag{4.23}\\
& +\frac{\left(\beta_{3}-\beta_{1}\right)\left(\alpha_{1}-\alpha_{2}\right)\left(\gamma_{3}-\gamma_{2}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}-\frac{\left(\beta_{3}-\beta_{1}\right)\left(\gamma_{2}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)} \\
& +\frac{\left(\gamma_{3}-\gamma_{1}\right)\left[\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)\right]}{\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right)}
\end{align*}
$$

Since the numerator of (4.23) is calculated to

$$
\begin{align*}
& \left(\alpha_{3}-\alpha_{1}\right)\left(\gamma_{2}-\gamma_{1}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\alpha_{3}-\alpha_{1}\right)\left(\gamma_{3}-\gamma_{2}\right)\left(\beta_{1}-\beta_{2}\right) \\
+ & \left(\beta_{3}-\beta_{1}\right)\left(\alpha_{1}-\alpha_{2}\right)\left(\gamma_{3}-\gamma_{2}\right)-\left(\beta_{3}-\beta_{1}\right)\left(\gamma_{2}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)  \tag{4.24}\\
+ & \left(\gamma_{3}-\gamma_{1}\right)\left(\alpha_{1}-\alpha_{2}\right)\left(\beta_{2}-\beta_{3}\right)-\left(\gamma_{3}-\gamma_{1}\right)\left(\alpha_{2}-\alpha_{3}\right)\left(\beta_{1}-\beta_{2}\right) \\
= & 0 .
\end{align*}
$$

Equation (4.19) is satisfied, when I substitute the estimated location coordinate, $(\hat{x}, \hat{y})$, into (4.19). From this result, I easily show that three intersection lines, which connect two intersection points of two specific circles among three circles based on three BSs, meet at a single point. Therefore, the line intersection algorithm operates well for all cases to estimate the location of MS, unlike the shortest distance algorithm.

### 4.3.1.2 Mathematical Relations between Two Algorithms

In this subsection, I provide a mathematical analysis to show the relation between the shortest distance and line intersection algorithms. The line equation based on two intersection points of two circles obtained from the shortest distance algorithm is given by

$$
\begin{equation*}
y-I_{y}=\frac{I_{y}^{\prime}-I_{y}}{I_{x}{ }^{\prime}-I_{x}}\left(x-I_{x}\right) . \tag{4.25}
\end{equation*}
$$

From the shortest distance algorithm, I find two coordinates of two circle intersection points from (4.5) to (4.8). From these equations, I get,

$$
\begin{align*}
I_{y}^{\prime}-I_{y} & =y_{1}+\left(\frac{\delta y \times p}{\delta}\right)-\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)-\left[y_{1}+\left(\frac{\delta y \times p}{\delta}\right)+\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)\right],  \tag{4.26}\\
& =-2 \times\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) \\
I_{x}^{\prime}-I_{x} & =x_{1}+\left(\frac{\delta x \times p}{\delta}\right)+\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)-\left[x_{1}+\left(\frac{\delta x \times p}{\delta}\right)-\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)\right],  \tag{4.27}\\
& =2 \times\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)
\end{align*}
$$

and

$$
\begin{align*}
& y-I_{y}=y-y_{1}-\left(\frac{\delta y \times p}{\delta}\right)-\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)  \tag{4.28}\\
& x-I_{x}=x-x_{1}-\left(\frac{\delta x \times p}{\delta}\right)+\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) . \tag{4.29}
\end{align*}
$$

Substituting and rearranging (4.26), (4.27), (4.28), and (4.29) in (4.25), it can be rewritten as

$$
\begin{align*}
y-y_{1} & -\left(\frac{\delta y \times p}{\delta}\right)-\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right) \\
& =\frac{-2 \times\left(\frac{\delta x}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)}{2 \times\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)} \times\left[x-x_{1}-\left(\frac{\delta x \times p}{\delta}\right)+\left(\frac{\delta y}{\delta} \times\left(\sqrt{e d_{1}^{2}-p^{2}}\right)\right)\right] \tag{4.30}
\end{align*}
$$

By solving (4.30), I obtain

$$
\begin{equation*}
[(\delta \times \delta y) \times y]+[(\delta \times \delta x) \times x]+\left[-\left(y_{1} \times \delta \times \delta y\right)-\left(x_{1} \times \delta \times \delta x\right)-\left(\delta x^{2}+\delta y^{2}\right) \times p\right]=0 \tag{4.31}
\end{equation*}
$$

Substituting (4.1), (4.2), (4.3) and (4.4) in (4.31), I get

$$
\begin{align*}
& {\left[\left(\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \times\left(y_{2}-y_{1}\right)\right) \times y\right]+\left[\left(\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \times\left(x_{2}-x_{1}\right)\right) \times x\right]} \\
& +\left[\begin{array}{l}
-\left(y_{1} \times \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \times\left(y_{2}-y_{1}\right)\right) \\
-\left(x_{1} \times \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \times\left(x_{2}-x_{1}\right)\right) \\
-\frac{\left(\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}\right) \times\left(\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+e d_{1}^{2}-e d_{2}^{2}\right)}{2 \times \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}}
\end{array}\right]=0 . \tag{4.32}
\end{align*}
$$

From (4.32), I also obtain

$$
\begin{align*}
& \left(2 y_{2}-2 y_{1}\right) \times y+\left(2 x_{2}-2 x_{1}\right) \times x \\
& +\left[-\left(2 y_{1} \times\left(y_{2}-y_{1}\right)\right)-\left(2 x_{1} \times\left(x_{2}-x_{1}\right)\right)-\left(\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+e d_{1}^{2}-e d_{2}^{2}\right)\right]=0, \tag{4.33}
\end{align*}
$$

and (4.33) is finally simplified to

$$
\begin{equation*}
\left(2 y_{2}-2 y_{1}\right) \times y+\left(2 x_{2}-2 x_{1}\right) \times x+y_{1}^{2}+x_{1}^{2}-x_{2}^{2}-y_{2}^{2}-e d_{1}^{2}+e d_{2}^{2}=0 . \tag{4.34}
\end{equation*}
$$

Note that (4.34) is identical to the line equation connecting two intersections of two circles obtained from the line intersection algorithm, in (4.17). From this process, I observe that line equation based on the intersection points obtained from the shortest distance algorithm is identical to the line equation obtained from the line intersection algorithm.

### 4.3.2 Computer Simulation

In this section, the computer simulation results are provided to compare the location estimation performances for the shortest distance algorithm and the line intersection algorithm. For the simulation, I assume that three fixed BSs are located at coordinates (-1000, 5000), (6000, -4000 ), and $(-7000,500)$, respectively. The unit of each BS's coordinate is in meter (m), and I consider the different sampling rates of $10 \mathrm{MHz}, 50 \mathrm{MHz}, 100 \mathrm{MHz}, 500 \mathrm{MHz}, 1 \mathrm{GHz}, 5$ GHz , and 10 GHz . The MS location coordinates are randomly chosen with ranges from -100 m to +100 m , from -600 m to +600 m , and from -1000 m to +1000 m , for the case A , the case $B$, and the case C , respectively.

### 4.3.2.1 Error Model

The performance of the localization algorithm is generally evaluated by the mean squared error (MSE) [106-109]. The error of the estimated distance between the MS and BS is defined as

$$
\begin{equation*}
\text { Error}_{\text {dist }} \triangleq \sqrt{\left(d_{i}-e d_{i}\right)^{2}}, \quad \mathrm{i}=1,2,3 \tag{4.35}
\end{equation*}
$$

and the mean squared error (MSE) of the distance is calculated as

$$
\begin{equation*}
M S E_{\text {dist }}=E\left[\text { Error}_{\text {dist }}^{2}\right], \tag{4.36}
\end{equation*}
$$

where $E[]$ is an expectation operator. Similarly, the error between the true position of MS and the estimated position of MS is defined as

$$
\begin{equation*}
\text { Error }_{\mathrm{pos}} \triangleq \sqrt{(x-\hat{x})^{2}+(y-\hat{y})^{2}}, \tag{4.37}
\end{equation*}
$$

where this error is represented in the Euclidean distance. In addition, MSE for estimating the MS position is given by

$$
\begin{equation*}
M S E_{\mathrm{pos}}=E\left[E r r o r_{\mathrm{pos}}^{2}\right] . \tag{4.38}
\end{equation*}
$$

In order to accurately calculate MSE, the simulations are performed 100,000 times for each sampling rate.

### 4.3.2.2 Simulation Results

The simulation results for the distance MSE versus various sampling rates are shown in Figure 4.10, Figure 4.11, and Figure 4.12, for the case A, case B, and case C, respectively. From figures, I observe that MSEs for estimating the distances between MS and BS are decreased as the sampling rates are increased. Also, I show simulation results to observe the MSE performances versus various sampling rates for estimating the MS location and to compare them, for the shortest distance and the line intersection algorithms, in Figure 4.13, Figure 4.14, and Figure 4.15 for the case A, case B, and case C, respectively. From these results, I observe that the MSE curves of the line intersection algorithm are lower than them of the shortest distance algorithm for all cases. For a close-by look at differences of MSE between both algorithms, I enlarge the plot in the sampling rate range from $10^{9} \mathrm{~Hz}$ to $10^{10} \mathrm{~Hz}$, in Figure 4.16, Figure 4.17, and Figure 4.18, for the case A, case B, and case C, respectively. From these figures, I see slightly distinct variations between both algorithms in that range, though they seem to be closely overlapped in Figure 4.13, Figure 4.14, and Figure 4.15.

MSE of both algorithms decreases as the sampling rate increases, which means the performance of the estimated location of MS based on the higher sampling rate is better than that of the lower sampling rate. Since the carrier frequency is generally proportional to the sampling rate but inversely proportional to the time period, the resolution for estimating the distance between MS and BS is improved for the higher sampling rate, expecting the higher
localization accuracy. Consequently, I verify that the location estimation performance of the line intersection algorithm is better, and it is more efficient than that of the shortest distance algorithm because the line intersection algorithm does not need to select three interior intersection points among entire six intersection points, unlike the shortest distance algorithm. Also, the line intersection algorithm does not require to the assumption that three intersection lines, which connect two intersection points of two circles among three entire circles, must meet at a single point because I easily showed that they are always met at a single point.


Figure 4.10 Mean squared error of distances between mobile station and base station for the case A


Figure 4.11 Mean squared error of distances between mobile station and base station for the case B


Figure 4.12 Mean squared error of distances between mobile station and base station for the case C


Figure 4.13 Mean squared error of mobile station position estimation using the shortest distance and the line intersection algorithms for the case A


Figure 4.14 Mean squared error of mobile station position estimation using the shortest distance and the line intersection algorithms for the case B


Figure 4.15 Mean squared error of mobile station position estimation using the shortest distance and the line intersection algorithms for the case C


Figure 4.16 The enlarged mean squared error curves of the mobile station position estimation for the case A


Figure 4.17 The enlarged mean squared error curves of the mobile station position estimation for the case B


Figure 4.18 The enlarged mean squared error curves of the mobile station position estimation for the case C

### 4.4 Comparison Approach of Intersection Distances for Case 2

The time of arrival (TOA) trilateration method is one of the representative algorithms for the location detection technology (LDT), which estimates the location of mobile station (MS) at a unique intersection point of three circles with radii corresponding to distances between MS
and base stations (BS) and centers corresponding to coordinates of BSs. However, there may be serious estimation errors, when they do not meet at a point because the estimated radii of them are increased. The solutions for reducing the estimation position error in the general case of meeting three circles with the extended radius have been recently provided as the shortest distance algorithm [101, 102] and the line intersection algorithm [110, 111]. Although these algorithms have good performance for estimating the location of MS in the general case of three circles, but they may have a high estimation error in the specific case (case 2), which has two large circles and one small circle located in the area of two large circles. In order to solve the high estimation error problem, the efficient location estimation algorithm is proposed for the specific case (case 2). In this case, there are total six intersections based on the three extended circles and a small circle has four intersections with two large circles. The proposed approach compares distances based on four neighboring intersections and selects the shortest one. Finally, it determines the averaged coordinate of two intersections corresponding to the shortest distance, as the location of MS [112]. The location estimating the performance of the proposed algorithm is illustrated by the computer simulation example.

In this section, I consider the specific case (case 2) for the intersection of three circles, in which there is the small circle $C 3$ is located in the area of the two large circles, $C 1$ and $C 2$, shown in Figure 4.19. In the figure, MS is located at the point marked by a red triangle. The extended circles, due to the increased radii $\left(\hat{d}_{i}\right)$, meet at a six points $\left(I, J, K, I^{\prime}, J^{\prime}\right.$, and $\left.K^{\prime}\right)$, trilateration, such as the shortest distance and the line intersection algorithms, do not consider this type of the particular specific case and there may have serious location estimation error in this specific case, in this paper, I propose an efficient location estimation algorithm specialized in this case.


Figure 4.19 The true location using an intersection point of three circles


Figure 4.20 In the considered specific case, three intersecting circles with the increased radii, due to the integer number of delay samples.

First of all, the proposed algorithm finds the coordinates of all six intersection points. Among entire six intersection points, I only consider four intersections formed by a small circle $(C 3)$ with two large circles $\left(C 1\right.$ and $C 2$ ), (Note that I use $I, J, I^{\prime}$, and $J^{\prime}$, in Figure 4.20 and I arrange $I=1, J=2, I^{\prime}=3$, and $J^{\prime}=4$, for an efficient explanation of the proposed algorithm). Based on the calculated coordinates, I calculate the distance between the two intersection points of $I$ and $J$, and the distance between the two intersection points of $I^{\prime}$ and $J^{\prime}$. The distances between two neighboring intersection points can be given by

$$
\begin{equation*}
d_{j j+1}=\sqrt{\left(x_{j}-x_{j+1}\right)^{2}+\left(y_{j}-y_{j+1}\right)^{2}} \quad j=1,3, \tag{4.39}
\end{equation*}
$$

where $d_{12}=d_{I J}$ and $d_{34}=d_{I^{\prime} J^{\prime}}$ are distances between $I$ and $J$, and between $I^{\prime}$ and $J^{\prime}$, respectively, and $\left(x_{j}, j_{j}\right)$ is a coordinate of the $j$ th intersection point among the four considered points. After calculating two distances, I compare both and select the shorter distance. Finally, the proposed approach determines the average of two coordinates corresponding to the selected shorter distance, as the estimated location of MS. In Figure 4.20, the estimated location of the MS, $(\hat{x}, \hat{y})$, is given by

$$
\begin{equation*}
\hat{x}=\frac{I_{x}{ }^{\prime}+J_{x}{ }^{\prime}}{2}, \hat{y}=\frac{I_{y}{ }^{\prime}+J_{y}{ }^{\prime}}{2} \tag{4.40}
\end{equation*}
$$

The true position of MS in Figure 4.19 is formed by an intersection point of three circles, but it is located above the line connecting $I^{\prime}$ and $J^{\prime}$, which it might be close to that line, Figure 4.20 based on the increased distances. In the case of the line intersection algorithm, the estimated MS position should be located below circles, which it might be quite far away from the true location, in Figure 4.20, in the specific case. Therefore, considering that all radii of the three circles are increased, I determine the averaged coordinate of $I^{\prime}$ and $J^{\prime}$ in Figure 4.20, as the estimated MS location. Although it is not the optimum estimated position of MS, it is very close to the true position comparing to the estimated result of the conventional estimation technique like the line intersection algorithm, in the specific case, which a relatively small circle is located in the area of the two large circles.

The proposed comparison approach of intersection distances is summarized in Table 4.3, and its flow chart is shown in Figure 4.21.

Table 4.3 Comparison approach of intersection distances

1. Initialize the circles $C 1, C 2$, and $C 3$, based on centers of BSs and radii equal to estimated distances.
2. Find the entire six intersections coordinate points $\left(I, J, K, I^{\prime}, J^{\prime}\right.$, and $\left.K^{\prime}\right)$ of the intersection of three circles.
3. Determine two intersection points $\left(I^{\prime}, J^{\prime}\right)$ of a small circle $C 3$ with two large circles $C 1$ and $C 2$, and calculate the distance between both points (distance between $I^{\prime}$ and $J^{\prime}$ ).
4. Repeat step 3 for other intersection points $(I, J)$.
5. Compare two distances ((distance between $I^{\prime}$ and $J^{\prime}$ ) and (distance between $I$ and $J$ ).
6. Select the shorter distance between two distances.
7. Determine two intersection points corresponding to the selected shorter distance.
8. Calculate the averaged coordinate of two intersection points and determine it as the estimated MS location, given by

$$
\hat{x}=\frac{I_{x}{ }^{\prime}+J_{x}{ }^{\prime}}{2} \text {, and } \hat{y}=\frac{I_{y}{ }^{\prime}+J_{y}{ }^{\prime}}{2} .
$$



Figure 4.21 Flow chart for comparison approach of intersection distances

### 4.4.1 Computer Simulation

In this section, the MS location estimation performance of the comparison approach of intersection distances is presented by the computer simulation example. I consider the specific case, which a small circle is located in the area of the two large circles, in this simulation.

### 4.4.1.1 Simulation Scenario

For the simulation, I assume that there are three fixed BSs. The simulation is performed in two sets of the coordinates for three BSs to observe and to analyze the difference between the
proposed algorithm and the conventional algorithm like the line intersection algorithm, in the considered specific case. The coordinates of the three fixed BSs for two sets are provided as follows:
(i) First set: $(-3000,5000),(1500,3000)$, and $(7000,600)$
(ii) Second set: $(-1000,3000),(1000,1000)$, and $(5000,500)$

The unit of each coordinate is in meter (m) and the various sampling rates are $10 \mathrm{MHz}, 50$ $\mathrm{MHz}, 100 \mathrm{MHz}, 500 \mathrm{MHz}, 1 \mathrm{GHz}, 5 \mathrm{GHz}$, and 10 GHz . In the simulation scenario, I have randomly chosen x and y coordinates of MS, for both sets. The case A selects coordinates of the MS range in between -100 m and +100 m and the case B selects coordinate of the MS range in between -500 m and +500 m .

### 4.4.1.2 Error Model for Simulation

The performance of the comparison approach of intersection distances is shown by mean squared errors (MSE) of the estimated MS location and all results are performed 1,000,000 times for each sampling rate to calculate the accurate MSE. The distance error between the true distance and the estimated distance is given by

$$
\begin{equation*}
\text { Error }_{\text {distance }}=\sqrt{(d-\hat{d})^{2}}, \tag{4.41}
\end{equation*}
$$

and MSE of distance is given by

$$
\begin{equation*}
M S E_{\text {distance }}=E\left[\text { Error }_{\text {distance }}^{2}\right], \tag{4.42}
\end{equation*}
$$

where $E[$ ] denotes the expectation operator. Similarly, the error between the true and the estimated position of MS is calculated by

$$
\begin{equation*}
\text { Error }_{\text {position }}=\sqrt{(x-\hat{x})^{2}+(y-\hat{y})^{2}}, \tag{4.43}
\end{equation*}
$$

and MSE about the MS position is given by

$$
\begin{equation*}
M S E_{\text {position }}=E\left[\text { Error }_{\text {position }}^{2}\right] . \tag{4.44}
\end{equation*}
$$

### 4.4.1.3 Simulation Results

### 4.4.1.3.1 Simulation Results for the First Set

Based on the first set of BSs, the simulation results of the distance MSE versus various sampling rates are shown in Figure 4.22 and Figure 4.23 , for the case A and case B, respectively. From figures, I observe that the distance MSE is decreased as the sampling rate is increased because the high sampling rate means the high resolution. Since the sampling rate is the inverse of the time period, at the higher sampling rate, the time period is shorter and the resolution for estimating the distance between BS and MS is improved. Therefore, the
performance for estimating the distance is better and the distance MSE is lower, for the higher sampling rate. In general, higher sampling rates lead to higher localization accuracy. The comparisons of MSEs for the estimated locations based on the comparison approach of intersection distances and the line intersection algorithm are shown in Figure 4.24 and Figure 4.25 for the case A and case B, respectively. From figures, I observe that the MSE curves of the comparison approach of intersection distances are lower than that of the line intersection algorithm and the location MSE is decreased as the sampling rate is increased in both cases. Figure 4.26 and Figure 4.27 show the enlarged versions of Figure 4.24 and Figure 4.25, respectively, in the range from 1 GHz to 10 GHz , to clearly compare the performance of both algorithms in the specific case in the environment of the high sampling rate.


Figure 4.22 For the first set: mean squared error curve of the distance for the case A


Figure 4.23 For the first set: mean squared error curve of the distance for the case B


Figure 4.24 For the first set: mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case A


Figure 4.25 For the first set: mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case $B$


Figure 4.26 For the first set: the enlarged version of mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case A , in the sampling rate of 1 GHz to 10 GHz


Figure 4.27 For the first set: the enlarged version of mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case B , in the sampling rate from 1 GHz to 10 GHz

### 4.4.1.3.2 Simulation Results for the Second Set

Based on the second set of BSs, the simulation results of the distance MSE versus various sampling rates are shown in Figure 4.28 and Figure 4.29 , for the case A and case B,
respectively. From figures, I observe that the distance MSE is decreased like the results of the first set, as the sampling rate is increased. Similar to the first set, the comparisons of MSEs for the estimated locations, based on the comparison approach of intersection distances and the line intersection algorithm is presented in Figure 4.30 and Figure 4.31 for the case A and case B, respectively. From figures, I observe that the MSE curves of the comparison approach of intersection distances are lower than that of the line intersection algorithm and the location MSE is decreased as the sampling rate is increased in both cases. Figure 4.32 and Figure 4.33 show the enlarged versions of Figure 4.30 and Figure 4.31, respectively, in the range from 1 GHz to 10 GHz . These results are similar to them of the first set.

Through the simulation results, I observe that the comparison approach of intersection distances has better performance for the location estimation of MS than that of the line intersection algorithm for this specific case of that a small circle is located in two large circles, for all cases.


Figure 4.28 For the second set: mean squared error curve of the distance for the case A


Figure 4.29 For the second set: mean squared error curve of the distance for the case B


Figure 4.30 For the second set: mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case A


Figure 4.31 For the second set: mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case $B$


Figure 4.32 For the second set: the enlarged version of mean squared error curves of the estimated mobile station position based on the comparison approach of intersection distances and the line intersection algorithm for the case A , in the sampling rate of 1 GHz to 10 GHz


Figure 4.33 For the second set: the enlarged version of mean squared error curves of the estimated mean squared error position based on the comparison approach of intersection distances and the line intersection algorithm for the case B , in the sampling rate from 1 GHz to 10 GHz

### 4.5 Small Circle Intersection Approach for Case 3

For Case 3, where there are four intersection points based on three extended circles and a small circle has two intersection points with one large circle, I propose the small circle intersection approach. This algorithm calculates four distances between two intersection points for a small circle and two intersection points with two large circles, and determines a point to the small circle intersection point corresponding the shortest distances among four distances.

In detail, a small circle $C 2$ intersects a large circle $C 3$ at point 3 and point 4 in Figure 4.34. Also, the two large circles $C 1$ and $C 3$ intersect at point 1 and point 2 . I calculate four distances, between four intersection points of circles, and the distance equation is given by

$$
\begin{equation*}
d_{l k}=\sqrt{\left(x_{l}-\alpha_{k}\right)^{2}+\left(y_{l}-\beta_{k}\right)^{2}}, \quad \text { for } l=1,2, \text { and } k=1,2 \tag{4.45}
\end{equation*}
$$

where $\left(x_{l}, y_{l}\right)$ is the coordinate of the intersection point of a small circle $(C 2)$ with one of the large circles and $\left(\alpha_{k}, \beta_{k}\right)$ is the coordinate of the intersection point of the two large circles $(C 1$, and C 3$)$. I compare these four distances, determine shortest distance and select an intersection point to the small circle intersection point $\left(x_{l}, y_{l}\right)$ corresponding to the selected shorter distance as the estimated MS location. This approach is summarized in Table 4.4.


Figure 4.34 Case 3 where three circles do not meet at a single point, for the localization environment

Table 4.4 Small circle intersection approach

1. Calculate four distances,

$$
d_{l k}=\sqrt{\left(x_{l}-\alpha_{k}\right)^{2}+\left(y_{l}-\beta_{k}\right)^{2}}, \text { for } l=1,2, \text { and } k=1,2
$$

where $\left(x_{l}, y_{l}\right)$ is the coordinate of the intersection point of a small circle
$(C 2)$ with one of the large circles and $\left(\alpha_{k}, \beta_{k}\right)$ is the coordinate of the intersection point of the two large circles $(C 1$, and C 3$)$.
2. Compare four distances, and select the shortest distance.
3. Determine an intersection point $\left(x_{l}, y_{l}\right)$ of the small circle (C2) corresponding to the shortest distance as the estimated MS location.

### 4.6 Closest Point Algorithm for Case 4

For Case 4, there are two intersection points of two large circles and a small circle lies completely inside the overlapping area of two large circles, as shown in Figure 4.35. The closest point algorithm determines the MS location as the closest point on the small circle circumference to the intersection point corresponding to the shorter distance between the center of a small circle and two intersection points of the two large circles.

In this algorithm, I determine two intersection points of the two large circles, C1 and C3. First, I calculate the distances between the center of the small circle ( $C 2$ ) and two intersection points of the two large circles, $C 1$, and $C 3$. These distances are given by $d_{2 i 1}=\sqrt{\left(x_{2}-x_{i 1}\right)^{2}+\left(y_{2}-y_{i 1}\right)^{2}}$, and $d_{2 i 2}=\sqrt{\left(x_{2}-x_{i 2}\right)^{2}+\left(y_{2}-y_{i 2}\right)^{2}}$. I compare these two distances. I select the intersection point $\left[\left(x_{i K}, y_{i K}\right)\right.$; for $K=1$ or 2$]$ corresponding to the shorter distance. Thus, this algorithm determines the estimated MS location as the closest point $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ on the small circle $C 2$ edge from the selected intersection points, which is calculated by

$$
\begin{gather*}
\hat{x}_{C}=x_{2}+R_{2} \frac{\left(x_{i K}-x_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}}, \\
\quad \text { and }  \tag{4.46}\\
\hat{y}_{C}=y_{2}+R_{2} \frac{\left(y_{i K}-y_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}} .
\end{gather*}
$$

This algorithm is summarized in Table 4.5. The flow chart for the closest point algorithm is shown in Figure 4.36.


Figure 4.35 Case 4 where three circles do not meet at a single point, for the localization environment

Table 4.5 Closest point algorithm

1. Calculate distances between the center of the small circle $C 2$ and the intersection point of large circles, $C 1$ and $C 3$

$$
d_{2 i 1}=\sqrt{\left(x_{2}-x_{i 1}\right)^{2}+\left(y_{2}-y_{i 1}\right)^{2}} \text {, and } d_{2 i 2}=\sqrt{\left(x_{2}-x_{i 2}\right)^{2}+\left(y_{2}-y_{i 2}\right)^{2}} .
$$

2. Compare two distances $\left(d_{2 i 1}\right.$, and $\left.d_{2 i 2}\right)$ and select the intersection point $\left[\left(x_{i K}, y_{i K}\right)\right.$; for $K=1$ or 2$]$ corresponding to the shorter distance.
3. The estimated MS location as the closest point $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ on the small circle (C2) is given by

$$
\hat{x}_{C}=x_{2}+R_{2} \frac{\left(x_{i K}-x_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}} \text {, and } \hat{y}_{C}=y_{2}+R_{2} \frac{\left(y_{i K}-y_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}} .
$$

nitialize three circles ( $\mathrm{C} 1, \mathrm{C} 2$, and C 3 ) based on centers of BSs and radii (R1, R2, and R3) equal to estimated distances

Determine small circle C 2 and two intersection points of two large circles (C1, and C3)

Calculate distances between center of small circle C 2 and two intersection points of large circles ( C 1 , and C 3 ) $d_{2 i K}=\sqrt{\left(x_{2}-x_{i K}\right)^{2}+\left(y_{2}-y_{i K}\right)^{2}}, \quad \mathrm{~K}=1,2$

Compare two distances $\left(d_{2 i 1}\right.$, and $\left.d_{2 i 2}\right)$ $\checkmark$

Select the intersection point $\left(x_{i K}, y_{i K}\right)$ corresponding to the shorter distance

Determine the closest point $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ on the small circle C 2

$$
\begin{aligned}
& \hat{x}_{C}=x_{2}+R_{2} \frac{\left(x_{i K}-x_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}}, \\
& \text { and } \\
& \hat{y}_{C}=y_{2}+R_{2} \frac{\left(y_{i K}-y_{2}\right)}{\sqrt{\left(x_{i K}-x_{2}\right)^{2}+\left(y_{i K}-y_{2}\right)^{2}}} .
\end{aligned}
$$

Figure 4.36 Flow chart for closest point algorithm

### 4.7 Concluding Remarks

The TOA trilateration method for estimating the MS location is determined by an intersection point of three circles based on centers corresponding to coordinates of three BSs and radii corresponding to distances between MS and three BSs. There may exist a serious estimation error for the MS location when the estimated radii of circles are increased and they do not meet at a point. In order to solve the MS location error, the advanced TOA trilateration algorithms are proposed. They are the shortest distance algorithm and the line intersection algorithm in case 1 , the comparison approach of intersection distances in the case 2 , the small circle intersection approach in the case 3 , and the closest point algorithm in case 3, respectively.

# 5 Hybrid and Mode Selection Time of Arrival Trilateration Algorithms 

### 5.1 Introduction

The time-of-arrival (TOA) trilateration estimates the location of the mobile station (MS) using an intersection point of three circles based on distances (radii) between MS and at least three base stations (BS) and coordinates (centers) of BSs [80, 113]. Since the distance between MS and BS is generally estimated by the number of delay samples and it is an integer number, the radius of the circle is usually increased and three circles may not meet at a point, which results in the serious estimation error. In order to overcome this problem, the shortest distance and the line intersection algorithms for the general case and the comparison approach of intersection distances for the specific case have been recently proposed. In this chapter, I provide the selection methodology between these two cases for using the line intersection algorithm or the comparison approach of intersection distances, for the MS location estimation. The selection procedure for both cases is based on comparing the radii of the two large circles to distances between four intersection points of a small circle with others and center coordinates of corresponding large circles [114]. Also, for the best performance of the location estimation, the proposed algorithms should be employed with a hybrid form that is the hybrid approach based on the line intersection algorithm for the general case and the comparison approach of intersection distances for the specific case.

In addition, I provide the mode selection for distinguishing four cases. The selection procedure for four cases is based on comparing radii difference between the smallest circle and two large circles to center distances between the smallest circle and the two large circles. I should select the best algorithm according to four different cases for the optimized performance. In this chapter, I also proposed the overall selection mode between four different cases based on comparing radii difference between the small circle and two large circles with that of center distances between small circle and two large circles. For the proposed method, I calculate the distance between the center of the small circle and one of the large circles and also, calculate the radius difference between the small circle and one of the large circles. I repeat the center distance and radius difference calculations for another large circle. This algorithm compares two center distances to the two radii difference. Either center distance is greater than radii difference between the small circle and one of the large circles or center distance is greater than radii differences between the small circle and another large circle. If this condition is satisfied, it selects the mode selection algorithm between case 1 and case 2 and distinguishes between the general case and specific case. It applies the line intersection algorithm in case 1 and comparison approach of intersection distances in case 2 . If both two center distances are less than two radii differences between small circle and the large circles, it selects case 4 and identifies that small circle completely lies inside the overlapping area of the two large circles. If the center distance is greater than radii differences between small circle and one of the large circles and other center distance is less than radii differences between small circle and another large circle, it selects case 3. It identifies that small circle lies inside the one of the large circle, but not completely lie inside another large circle, and implements the closest point algorithm.

### 5.2 Advanced Time of Arrival Trilateration Algorithms

In this section, I present the advanced TOA trilateration algorithms in four cases to solve the problem for the MS location estimation, caused by the unmatched intersection point of three circles.

### 5.2.1 Line Intersection Algorithm for Case 1

In the general case, the true location of MS, based on the ideal TOA trilateration approach, is shown in Figure 5.1. Since the estimated distance between MS and BS is generally increased compared to the original distance, three circles based on the estimated distances may not meet at a single point, causing the serious estimation error for the MS location. In order to solve this problem, I consider the line intersection algorithm [111] for the enhanced TOA trilateration, which estimates the MS location using the intersection point of three intersection lines connecting two intersection points of specific two circles. Three intersection lines must meet at a point and this single intersection point becomes the estimated location of MS as shown in Figure 5.2. In the general case (case 1), the line intersection algorithm has the excellent estimation performance for the MS location comparing to the shortest distance algorithm, because it considers the increasing factor of the estimated circles.


Figure 5.1 The mobile station location estimation based on the ideal time of arrival trilateration in the general case


Figure 5.2 Concept of the line intersection algorithm


Figure 5.3 The mobile station location based on the ideal time of arrival trilateration in the specific case


Figure 5.4 Concept of the comparison approach of intersection distances in the specific case

### 5.2.2 Comparison Approach of Intersection Distances for Case 2

As I mentioned earlier, in the specific case, a small circle is located inside the area of two large circles, as shown in Figure 5.3. Although the line intersection algorithm has the excellent performance in the case 1 (general case), it does not have the good estimation performance in the case 2 (specific case) for estimating the MS location. In order to improve the estimation performance for the MS location in the specific case, I employ the comparison approach of intersection distances [115]. This algorithm focuses on comparing distances between two neighboring points of four interior intersections related to a small circle, among six entire intersection points, shown in Figure 5.4. Two distances are calculated from two intersecting points of the small circle with one large circle to the neighboring intersection points of the small circle with another large circle. After calculating two distances, I compare them and select the shorter distance. Finally, this approach determines the averaged coordinate of two intersection points corresponding to the shorter distance as the estimated MS location. Although the comparison approach of intersection distances does not have the good
performance for estimating the MS location in the general case，it has the good estimation performance comparing to the line intersection algorithm in the specific case．

## 5．2．3 Small Circle Intersection Approach for Case 3

For Case 3，where there are four intersection points based on three extended circles and a small circle has two intersection points with one large circle，I propose the small circle intersection approach．It calculates four distances between two intersection points for a small circle and two intersection points with two large circles，and determines MS location to a point to the small circle intersection point corresponding the shortest distances among four distances．

## 5．2．4 Closest Point Algorithm for Case 4

For Case 4，there are two intersection points of two large circles and a small circle lies completely inside the overlapping area of two large circles．The closest point algorithm determines the MS location as the closest point on the small circle circumference to the intersection point corresponding to the shorter distance between the center of a small circle and two intersection points of the two large circles．
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### 5.3 Performance Analysis between Two Advanced TOA Trilateration Algorithms

In the general case, it is clear that the location estimation performance of the line intersection algorithm is better than that of the comparison approach of intersection distances, observed from Figure 5.2 and Figure 5.4. In this section, I show that the comparison approach of intersection distances has better estimation performance than the line intersection algorithm, in the specific case.

Based on true distances between MS and BSs, three circles meet at a single point, and results of the line intersection algorithm and the comparison approach of intersection distances should be the same as the single intersection point. Also, the considered two intersection points in Figure 5.2 and Figure $5.4, J$ and $K$, meet at the same single point. However, as the estimated distances are increased from original distances, the true position of MS, the estimated results of both algorithms, and two intersection points, $J$ and $K$, do not meet at the same point. Two intersection points, $J$ and $K$, and the estimated MS position of the line intersection algorithm form a triangle as shown in Figure 5.5, instead of meeting at the same point. The estimated MS position based on the comparison approach of intersection distances is located in the center of a line connecting $J$ and $K$, as shown in Figure 5.6. From the figure, I observe that the distance between the true position of MS and the estimated position based on the line intersection algorithm is much longer than the distance between the true position of MS and the estimated position based on the comparison approach of intersection distances. In other words, the performance for estimating the MS location of the comparison approach of intersection distances is better than that of the line intersection algorithm, in the specific case where a small circle is located in the area of the two large circles.


Figure 5.5 Comparison of the original circles and the extended circles


Figure 5.6 Enlarged version focusing on the small circle


Figure 5.7 Triangle formed by the three points of the original mobile station location and the estimated two locations of the advanced time of arrival trilateration algorithms

The comparison approach of intersection distances selects the coordinates of intersection points, $J$ and $K$, corresponding to the shorter distance. In Figure 5.5, two lines connecting two intersection points, $J$ and $J^{\prime}$, and connecting two intersection points, $K$ and $K^{\prime}$, obtained from the line intersection algorithm must pass the intersection points $J$ and $K$, respectively, selected by the comparison approach of intersection distances.

The line equation formed by connecting the original MS location, $\left(x_{0}, y_{0}\right)$, and the estimated MS location, $\left(\hat{x}_{L}, \hat{y}_{L}\right)$, of the line intersection algorithm is given by

$$
\begin{equation*}
\left(y-y_{0}\right)\left(\hat{x}_{L}-x_{0}\right)-\left(x-x_{0}\right)\left(\hat{y}_{L}-y_{0}\right)=0 \tag{5.1}
\end{equation*}
$$

In order to compare the performances of both algorithms, I need to consider two cases:
Case 1: three points based on the original MS location and the MS locations estimated by two algorithms are placed in a line.

Case 2: three points of them are not placed in a line.
For the Case 1, it is easy to show that the performance of the comparison approach of intersection distances is better than that of the line intersection algorithm, in the specific case, because the distance between the original MS location and the estimated MS location by the comparison approach of intersection distances is much shorter than the distance between the original MS location and the estimated MS location by the line intersection algorithm (Note that the $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ is located between $\left(x_{0}, y_{0}\right)$ and $\left(\hat{x}_{L}, \hat{y}_{L}\right)$ in a line). For the Case 2 , substituting $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ into variables in the left side of (5.1), I get

$$
\begin{equation*}
\left(\hat{y}_{C}-y_{0}\right)\left(\hat{x}_{L}-x_{0}\right)-\left(\hat{y}_{L}-y_{0}\right)\left(\hat{x}_{C}-x_{0}\right) \neq 0, \tag{5.2}
\end{equation*}
$$

because $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ is not located in the line connecting the original MS location and the estimated MS location based on the line intersection algorithm. Therefore, three points of $\left(x_{0}, y_{0}\right),\left(\hat{x}_{C}, \hat{y}_{C}\right)$ and $\left(\hat{x}_{L}, \hat{y}_{L}\right)$ form a triangle in Case 2, as shown in Figure 5.6. In Figure 5.7, I set $\left(x_{0}, y_{0}\right),\left(\hat{x}_{L}, \hat{y}_{L}\right)$ and $\left(\hat{x}_{C}, \hat{y}_{C}\right)$ to $O, L$, and $C$, respectively, and consider an auxiliary point, $M$, where the length between $O$ and $M$ is the same as the length between $O$ and $C$. In general, the length of $O M$ is shorter than $O L$, because it is included in the line of $O L$. From this result, the length of $O C$ is generally shorter than the length of $O L$. In other words, the performance of the comparison approach of intersection distances is better than that for the line intersection algorithm for Case 2 [116].

### 5.3.1 Computer Simulations

In this section, I provide computer simulation scenarios with the simulation results to illustrate the MS location estimation performance.

### 5.3.1.1 Simulation Scenario Parameters

In this section, the performances of estimating the MS location for the advanced TOA trilateration algorithms such as the line intersection algorithm and the comparison approach of intersection distances are provided and compared in the specific case, through computer
simulation examples. For the simulation scenario, I assume that there are three fixed BSs with coordinates of $(-1000,4000)$, $(1000,2000)$, and $(5000,700)$, respectively. The unit of the coordinate is in meter (m), and various sampling rates are considered such as $10 \mathrm{MHz}, 50 \mathrm{MHz}$, $100 \mathrm{MHz}, 500 \mathrm{MHz}, 1 \mathrm{GHz}, 5 \mathrm{GHz}$, and 10 GHz . I also assume that coordinates of the MS location are randomly chosen within ranges from -100 m to +100 m and from -1000 m to +1000 m for the case A and the case B, respectively.

### 5.3.1.2 Simulation Results

The simulation results for estimating the MS location for the case A and case B are shown in Figure 5.8 and Figure 5.9, respectively. From the figures, I observe that the comparison approach of intersection distances has lower MSEs comparing to MSEs for the line intersection algorithm, in the specific case. Therefore, the location estimation performance of the comparison approach of intersection distances is better than that of the line intersection algorithm, in the specific case, although the performance of the line intersection algorithm is better than that of the comparison approach of intersection distances, in the general case. I, also, observe that the MSE curves for both algorithms are decreased as the sampling rates are increased for both cases.


Figure 5.8 Mean squared error curves of the mobile station location estimation for the case A, in the specific case


Figure 5.9 Mean squared error curves of the mobile location estimation for the case B , in the specific case

### 5.4 Mode Selection Algorithm for Case 1 and Case 2

For the optimized location estimation, I must select an algorithm between the line intersection algorithm and the comparison approach of intersection distances, according to the proper case. In this section, I propose the mode selection algorithm for distinguishing the general case and the specific case. If the algorithm selects the general case, the hybrid algorithm is operated to the mode for the line intersection algorithm. However, if it selects the specific case, the hybrid algorithm is operated to the mode for the comparison approach of intersection distances.

In order to correctly select the proper case, the proposed mode selection algorithm calculates four distances related to the centers of the two large circles and four intersection points of a small circle with two large circles. Each distance is calculated from the center of each large circle to the intersection of the small circle with another large circle, defined as

$$
\begin{equation*}
d_{l k}=\sqrt{\left(x_{l}-\alpha_{k}\right)^{2}+\left(y_{l}-\beta_{k}\right)^{2}}, \quad \text { for } l=1,2 \text {, and } k=1,2 \tag{5.3}
\end{equation*}
$$

where $\left(x_{l}, y_{l}\right)$ is the coordinates of the center of the $l$ th large circle and $\left(\alpha_{k}, \beta_{k}\right)$ is the coordinates of the $k$ th intersection point of the small circle with another large circle. Next, the distances related to the $l$ th large circle are compared to the radius of the $l$ th large circle; $d_{11}$ and $d_{12}$ are compared to $R_{1}$, and $d_{21}$ and $d_{22}$ are compared to $R_{2}$. If all distances related to the $l$ th large circle are shorter than the radius of the $l$ th large circle $\left(d_{11}\right.$ and $d_{12}$ are
shorter than $R_{1}$, and $d_{21}$ and $d_{22}$ are shorter than $R_{2}$ ), it selects the specific case mode and the hybrid algorithm is operated to the comparison approach of intersection distances. Otherwise, it selects the general case mode and the hybrid algorithm is operated to the line intersection algorithm.

Figure 5.10 shows the flow chart of the mode selection algorithm and Table 5.1 summarizes the detail steps of the mode selection algorithm. Using the proposed mode selection algorithm, I can alternatively employ both advanced TOA trilateration algorithms, according to the proper case between the general case and the specific case, with the optimized performance for estimating the MS location.


Figure 5.10 Flow chart of the mode selection algorithm between case 1 and case 2

Table 5.1 Mode selection algorithm between case 1 and case 2

1. Find the two intersection points $\left(J, J^{\prime}\right)$ formed by the small circle $C 3$ intersected with the large circle $C 2$.
2. Calculate the distances from the center of the large circle $C 1\left(x_{1}, y_{1}\right)$ to the two intersection points $\left(J, J^{\prime}\right)$, given by

$$
d_{1 k}=\sqrt{\left(x_{1}-\alpha_{k}\right)^{2}+\left(y_{1}-\beta_{k}\right)^{2}}, \text { for } k=1,2 .
$$

3. Find the two intersection points $\left(K, K^{\prime}\right)$ formed by the small circle $C 3$ intersected with the large circle $C 1$.
4. Calculate the distances from the center of the large circle $C 2\left(x_{2}, y_{2}\right)$ to the two intersection points ( $K, K^{\prime}$ ), given by

$$
d_{2 k}=\sqrt{\left(x_{2}-\alpha_{k}\right)^{2}+\left(y_{2}-\beta_{k}\right)^{2}}, \text { for } k=1,2
$$

5. Compare the increased radius of $C 1, R_{1}$, to $d_{11}$ and $d_{12}$.
6. Compare the increased radius of $C 2, R_{2}$, to $d_{21}$ and $d_{22}$.
7. a. $d_{11}<R_{1}$ and $d_{12}<R_{1}$, and $d_{21}<R_{2}$ and $d_{22}<R_{2}$

Specific mode (employing comparison approach of intersection distances)
b. Otherwise

General mode (employing line intersection algorithm).

### 5.4.1 Computer Simulations

In this section, I provide computer simulation scenarios with the simulation results to illustrate the MS location estimation performance for the mode selection algorithm.

### 5.4.1.1 Simulation Scenario Parameters for Mode Selection Algorithm

For the simulation, I consider three fixed BSs and two cases for coordinates of BSs and MS for distinguishing between the general case and the specific case:

1. General case: three BSs with coordinates of $(-1000,5000),(6000,-3000)$, and $(-7000,600)$.
2. Specific case: three BSs with coordinates of $(-3000,5000),(1500,3000)$, and $(7000,600)$.

The unit of the coordinate is a meter $(\mathrm{m})$ and I consider the different sampling rate of 50 MHz , $100 \mathrm{MHz}, 500 \mathrm{MHz}, 1 \mathrm{GHz}, 5 \mathrm{GHz}$, and 10 GHz . Also, I consider two scenarios for the occurrence possibility of the general case and the specific case:

1. First scenario: $90 \%$ general case and $10 \%$ specific case.
2. Second scenario: $95 \%$ general case and 5\% specific case.

I assume that the MS location coordinate is randomly chosen with ranges from -100 to +100 and from -500 to +500 for the case A and the case B , respectively.

### 5.4.1.2 Simulation Results for Mode Selection Algorithm

The simulation results of the MSE for the MS location estimation versus various sampling rates for the first scenario are shown in Figure 5.11 and Figure 5.12, for the case A and case B, respectively. In addition, the simulation results of the MSE for the MS location estimation versus various sampling rates in the second scenario are shown in Figure 5.13 and Figure 5.14, for the case A and case B, respectively. From figures, I observe that the MSE of the advanced TOA trilateration based on the mode selection algorithm is lower than the MSE of that based
on only the line intersection algorithm. Note that the difference between two curves for the first scenario is larger than the difference for the second scenario because the occurrence possibility of the specific case in the first scenario is higher than it in the second scenario.


Figure 5.11 Mean squared error curves for the first scenario for the case A


Figure 5.12 Mean squared error curves for the first scenario for the case B


Figure 5.13 Mean squared error curves for the second scenario for the case A


Figure 5.14 Mean squared error curves for the second scenario for the case B

### 5.5 Hybrid Approach Based on Advanced TOA Algorithms

In this section, we present a hybrid TOA trilateration algorithm based on the line intersection algorithm and the comparison approach on intersection distances.

The line intersection algorithm and the comparison approach of intersection distances have the excellent estimation performances for the general case and the specific case, respectively. For the best performance estimating the MS location, these two methods should be employed with a hybrid form, where it employs the line intersection algorithm for the general case and employs the comparison approach of intersection distances for the specific case. This hybrid TOA trilateration algorithm is summarized in Figure 5.15.


Figure 5.15 Flow chart of the hybrid algorithm based on the line intersection algorithm and the comparison approach of intersection distances

### 5.5.1 Computer Simulations

In this section, I provide computer simulation scenarios with the simulation results to illustrate the MS location estimation performance for the hybrid algorithm.

### 5.5.1.1 Simulation Scenario Parameters for Hybrid Algorithm

For the simulation scenario, I consider the three fixed BSs and one movable MS. The two different sets of coordinates of BSs are used to observe and to analyze the difference between conventional, hybrid and only line intersection algorithm. The two different sets of coordinates of BSs for the general case and the specific case are:

1. First set:

General case: three BSs with coordinates of $(-1000,5000)$, ( $6000,-3000$ ), and ( -7000 , 600).

Specific case: three BSs with coordinates of (-1000, 4000), (1000, 2000), and (5000, 700).
2. Second set:

General case: three BSs with coordinates of (-1000, 4500), (6000, -2000), and (-7000, 500).

Specific case: three BSs with coordinates of $(-1000,5000)$, (1500, 3000), and (7000, 600).

The coordinates of the MS is randomly chosen within the ranges between -100 and +100 for the case A, -500 and +500 for the case B, and -1000 and +1000 for the case $C$, respectively. The unit of each coordinate is a meter (m) and I consider the different sampling rate of $10 \mathrm{MHz}, 50$ $\mathrm{MHz}, 100 \mathrm{MHz}, 500 \mathrm{MHz}$, and 1 GHz . For two-dimensional (2D) space, I consider three scenarios of occurrence possibility of the general case and the specific case. They are:

1. First scenario: $90 \%$ general case and $10 \%$ specific case
2. Second scenario: $95 \%$ general case and $5 \%$ specific case
3. Third scenario: $99 \%$ general case and $1 \%$ specific case.

For three-dimensional (3D) space, I consider the different scenarios of occurrence possibility of the general case and the specific case that starts from $80 \%$ general case and $20 \%$ specific case to $100 \%$ general case and $0 \%$ specific case.

### 5.5.1.2 Simulation Results for Hybrid Algorithm

### 5.5.1.2.1 Simulation Results for the First Set

Based on the first set, the simulation result of the MSE of the estimated distance versus sampling rate in 2D space is shown in Figure 5.16, Figure 5.17, and Figure 5.18 for the case A, case B, and case C, respectively. The figures show the performance of the estimated distance based on the higher sampling rate is better than that of the lower sampling rate. The comparisons of MSE curves for estimated locations based on the hybrid algorithm and conventional algorithm of the averaged value of three nearest neighbor intersection points of the three estimated circles are shown in 2D space. The simulation result of the MSE of the MS location estimation versus sampling rate in 2D for the first scenario of occurrence possibility of $90 \%$ general case and $10 \%$ specific case is shown in Figure 5.19, Figure 5.20, and Figure 5.21, for the case A, case B, and case C, respectively. For the second scenario of occurrence possibility of $95 \%$ general case and $5 \%$ specific case, the simulation result of the MSE of the MS location estimation versus sampling rate in 2D is shown in Figure 5.22, Figure 5.23, and Figure 5.24 , for the case $A$, case $B$, and case $C$, respectively. For the third scenario of occurrence possibility of $99 \%$ general case and $1 \%$ specific case, the simulation result of the

MSE of the MS location estimation versus sampling rate in 2D is shown in Figure 5.25, Figure 5.26, and Figure 5.27, for the case A, case B, and case C, respectively. The figures show that the hybrid algorithm is better than the conventional algorithm (the averaged value of three nearest neighbor intersection points of the three estimated circles). In addition, the simulation result of the MSE of the MS location estimation comparing between the hybrid algorithm and the only line intersection algorithm in 3D space is shown in Figure 5.28, Figure 5.29, and Figure 5.30, for the case A, case B, and case C, respectively. From figures, I observe that the MSE of the proposed hybrid algorithm is lower than the MSE of that based on only the line intersection algorithm. The difference between the two curves shows that the occurrence possibility of the specific case is higher at $80 \%$ than that at $100 \%$.


Figure 5.16 For the first set: mean squared error curve of the distance for the case A


Figure 5.17 For the first set: mean squared error curve of the distance for the case B


Figure 5.18 For the first set: mean squared error curve of the distance for the case C


Figure 5.19 For the first set: mean squared error curves of the mobile station position in 2D for the first scenario for the case A


Figure 5.20 For the first set: mean squared error curves of the mobile station position in 2D for the first scenario for the case B


Figure 5.21 For the first set: mean squared error curves of the mobile station position in 2D for the first scenario for the case C


Figure 5.22 For the first set: mean squared error curves of the mobile station position in 2D for the second scenario for the case A


Figure 5.23 For the first set: mean squared error curves of the mobile station position in 2D for the second scenario for the case B


Figure 5.24 For the first set: mean squared error curves of the mobile station position in 2D for the second scenario for the case C


Figure 5.25 For the first set: mean squared error curves of the mobile station in 2D for the third scenario for the case A


Figure 5.26 For the first set: mean squared error curves of the mobile station in 2D for the third scenario for the case B


Figure 5.27 For the first set: mean squared error curves of the mobile station in 2D for the third scenario for the case C


Figure 5.28 For the first set: mean squared error location curves in 3D for the case A


Figure 5.29 For the first set: mean squared error location curves in 3D for the case B


Figure 5.30 For the first set: mean squared error location curves in 3D for the case C

### 5.5.1.2.2 Simulation Results for the Second Set

Based on the second set, the simulation results of the MSE of the distance in 2D space is shown in Figure 5.31, Figure 5.32, and Figure 5.33, for the case A, case B, and case C, respectively. The figures show the performance of the distance based on the higher sampling
rate is better than that of the lower sampling rate. Similar to the first set, the comparison of MSEs for estimated locations based on the hybrid and conventional (average value of three nearest neighbor intersection points of the three estimated circles) algorithms for the first scenario of occurrence possibility of $90 \%$ general case and $10 \%$ specific case in 2 D is shown in Figure 5.34, Figure 5.35, and Figure 5.36, for the case A, case B and case C, respectively. For the second scenario of occurrence possibility of $95 \%$ general case and $5 \%$ specific case, the simulation result of the MSE of the MS location estimation versus sampling rate in 2D is shown in Figure 5.37, Figure 5.38, and Figure 5.39, for the case A, case B, and case C, respectively. For the third scenario of occurrence possibility of $99 \%$ general case and $1 \%$ specific case, the simulation result of the MSE of the MS location estimation versus sampling rate in 2D is shown in Figure 5.40, Figure 5.41, and Figure 5.42, for the case A, case B, and case C, respectively. Figures show that the hybrid algorithm is better than the conventional algorithm, similar to the first set.

In addition, I observe there is a slightly big difference between the conventional and the hybrid algorithms in third cases of the MS ranges at the higher sampling rate comparing to the first set. The simulation result of the MSE of the MS location estimation in 3D space is shown in Figure 5.43, Figure 5.44, and Figure 5.45, for the case A, case B, and case C, respectively. From figures, I observe that the MSE curve of the advanced TOA trilateration based on the proposed hybrid algorithm is lower than the MSE curve based on only the line intersection algorithm, similar to the first set.

Through the simulation results, I observe that the proposed hybrid TOA trilateration algorithm (based on the line intersection algorithm in general case and comparison approach of
intersection distances in the specific case) has a good performance of MS location estimation than that of the conventional algorithm and only line intersection algorithm.


Figure 5.31 For the second set: mean squared error curve of the distance for the case A


Figure 5.32 For the second set: mean squared error curve of the distance for the case B


Figure 5.33 For the second set: mean squared error curve of the distance for the case C


Figure 5.34 For the second set: mean squared error curves of the mobile station position in 2D for the first scenario for the case A


Figure 5.35 For the second set: mean squared error curves of the mobile station position in 2 D for the first scenario for the case B


Figure 5.36 For the second set: mean squared error curves of the mobile station position in 2D for the first scenario for the case C


Figure 5.37 For the second set: mean squared error curves of the mobile station position in 2 D for the second scenario for the case A


Figure 5.38 For the second set: mean squared error curves of the mobile station position in 2D for the second scenario for the case B


Figure 5.39 For the second set: mean squared error curves of the mobile station position in 2D for the second scenario for the case C


Figure 5.40 For the second set: mean squared error curves of the mobile station position in 2 D for the third scenario for the case A


Figure 5.41 For the second set: mean squared error curves of the mobile station position in 2 D for the third scenario for the case B


Figure 5.42 For the second set: mean squared error curves of the mobile station position in 2D for the third scenario for the case C


Figure 5.43 For the second set: mean squared error location curves in 3D for the case A


Figure 5.44 For the second set: mean squared error location curves in 3D for the case B

(c)

Figure 5.45 For the second set: mean squared error location curves in 3D for the case C

### 5.6 Mode Selection Algorithm between Case 3 and Case 4

For the best performance of location estimation, the mode selection algorithm between case 3 and case 4 is proposed to efficiently select case 3 and case 4 modes. It calculates two distances related to the centers of the small circle and two large circles. The center distance between the small circle $C 2$ and two large circles, $C 1$ and $C 3$, is given by,

$$
\begin{equation*}
d_{2 k}=\sqrt{\left(x_{2}-x_{K}\right)^{2}+\left(y_{2}-y_{K}\right)^{2}} \quad \mathrm{~K}=1,3 \tag{5.4}
\end{equation*}
$$

where $\left(x_{K}, y_{K}\right)$ is the coordinate of large circles, $C 1$ and $C 3$. It also calculates the absolute value of radius difference between the small circle $C 2$ and the two large circles, $C 1$ and $C 3$, is given by

$$
\begin{equation*}
\left(\left|R_{2}-R_{K}\right|\right) \quad \text { for } \mathrm{K}=1,3 . \tag{5.5}
\end{equation*}
$$

Then center distances, $\left(d_{21}\right)$ and $\left(d_{23}\right)$, are compared to the absolute value of radius differences, $\left|\left(R_{2}-R_{1}\right)\right|$ and $\left|\left(R_{2}-R_{3}\right)\right|$. If both center distances are shorter than radius differences, it selects case 4 and determines small circle $C 2$ completely lies inside the overlapping area of the two large circles $C 1$ and $C 3$. And this algorithm employs the closest point algorithm for estimating the location of MS. Otherwise, it selects case 3 and determines small circle $C 2$ completely lies inside one of the large circle, but not completely lie inside the other circle, and it employs the small circle intersection approach for estimating the location of MS. The flow chart for the mode selection algorithm between case 3 and case 4 is shown in Figure 5.46 and Table 5.2 summarizes steps of the algorithm.


Figure 5.46 Flow chart for mode selection algorithm between case 3 and case 4

Table 5.2 Mode selection algorithm between case 3 and case 4

1. Calculate the distance between the center of the small circle $C 2$ and the center of the large circle $C 1$

$$
d_{21}=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} .
$$

2. Calculate the absolute value of radius differences between the small circle $C 2$ and the large circle $C 1$

$$
\left|\left(R_{2}-R_{1}\right)\right| .
$$

3. Calculate the distance between the center of the small circle $C 2$ and the center of the large circles $C 3$

$$
d_{23}=\sqrt{\left(x_{2}-x_{3}\right)^{2}+\left(y_{2}-y_{3}\right)^{2}} .
$$

4. Calculate the absolute value of radius differences between the small circle $C 2$ and the large circle $C 3$

$$
\left|\left(R_{2}-R_{3}\right)\right| .
$$

5. Compare $\left|\left(R_{2}-R_{1}\right)\right|$ to $d_{21}$, and compare $\left|\left(R_{2}-R_{3}\right)\right|$ to $d_{23}$.
6. a. If $d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, and $d_{23}<\left|\left(R_{2}-R_{3}\right)\right|$

Case 4 (small circle $C 2$ completely lies inside the overlapping area of two large circles $C 1$ and $C 3$ ).
b. Otherwise $d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, and $d_{23}>\left|\left(R_{2}-R_{3}\right)\right|$

Case 3 (small circle $C 2$ completely lies inside the large circle $C 1$ but not completely lie inside another circle $C 3$ ).
5.7 Overall Mode Selection Algorithm between All Four Cases

The overall selection mode is based on two equations that compare the absolute value of radii difference to center distances between small circle $C 2$ and two large circles $C 1$ and $C 3$. The two comparing equations are given by

$$
\begin{equation*}
d_{21}<\left|R_{2}-R_{1}\right|, \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{23}<\left|R_{2}-R_{3}\right| . \tag{5.7}
\end{equation*}
$$

The algorithm checks for the possibility of case 3 and 4 based on either (5.6) or (5.7) is true. Then, it again checks if both (5.6) and (5.7) satisfy, it selects case 4 else it selects case 3 . And apply the best algorithm according to proper case. Next, the algorithm checks for the possibility of case 1 and 2 based on either (5.6) or (5.7) is false. That means

$$
\begin{gather*}
d_{21}>\mathrm{R}_{1}>\left|R_{2}-R_{1}\right| \\
\quad \text { and }  \tag{5.8}\\
d_{23}>\mathrm{R}_{3}>\left|R_{2}-R_{3}\right|
\end{gather*}
$$

(5.8) is true. It selects the mode selection algorithm between case 1 and case 2 , and distinguishes between the general case and the specific case. It applies the line intersection algorithm in case 1 and the comparison approach of intersection distances in case 2. Using (5.6) and (5.7), I can determine mode selection for all four cases and I do not need to determine the
number of intersection points. The flow chart for the overall mode selection algorithm between all four cases is shown in Figure 5.47 and Table 5.3 summarizes the steps of the algorithm.


Figure 5.47 Flow chart for overall mode selection algorithm for all four cases

Table 5.3 Overall mode selection algorithm among the four cases

1. Calculate the center distances between small circle $C 2$ and large circles $C 1$ and C3,

$$
d_{2 K}=\sqrt{\left(x_{2}-x_{K}\right)^{2}+\left(y_{2}-y_{K}\right)^{2}} \quad \mathrm{~K}=1,3 .
$$

2. Calculate the absolute values of radius differences between small circle $C 2$ and large circle $C 1$ and $C 3$

$$
\left|\left(R_{2}-R_{K}\right)\right| \quad \text { where } \mathrm{K}=1,3 .
$$

3. Compare $\left|\left(R_{2}-R_{1}\right)\right|$ to $d_{21}$.
4. Compare $\left|\left(R_{2}-R_{3}\right)\right|$ to $d_{23}$.
5. If $d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, or $d_{23}<\left|\left(R_{2}-R_{3}\right)\right| \quad$ satisfy, check
a. If $d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, and $d_{23}<\left|\left(R_{2}-R_{3}\right)\right|$

## Case 4.

b. Else, $\quad d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, and $d_{23}>\left|\left(R_{2}-R_{3}\right)\right|$

Case 3.
6. If $d_{21}<\left|\left(R_{2}-R_{1}\right)\right|$, or $d_{23}<\left|\left(R_{2}-R_{3}\right)\right|$ does not satisfy, calculate four distances related to the center of one of the large circle and each intersection point $\left(\alpha_{k}, \beta_{k}\right)$ of another large circle with one small circle

$$
d_{l i k}=\sqrt{\left(x_{l}-\alpha_{k}\right)^{2}+\left(y_{l}-\beta_{k}\right)^{2}} \quad \begin{aligned}
& \mathrm{l}=1,3 \\
& \mathrm{k}=1,2
\end{aligned} .
$$

7. Compare the radius of $C 1, R 1$, to $d_{1 i 1}$ and $d_{1 i 2}$.
8. Compare the radius of $C 3, R 3$, to $d_{3 i 1}$ and $d_{3 i 2}$.
a. If $d_{1 i 1}<R 1$ and $d_{1 i 2}<R 1$, and $d_{3 i 1}<R 3$ and $d_{3 i 2}<R 3$

Case 2.
b. Otherwise

## Case 1.

### 5.7.1 Computer Simulations

In this section, the computer simulation scenarios are provided to illustrate the MS location estimation performance.

### 5.7.1.1 Simulation Scenario Parameters

The two different sets are considered.
For first set:
For simulation scenario, three fixed BSs are considered where their coordinates for distinguishing four cases are

Case 1: (-1000, 5000), (6000, -3000), (-7000, 600),
Case 2: $(-1000,4000),(1000,2000),(5000,700)$,
Case 3: (-2000, -3000), (-1300, -1900), (2000, -4000),
Case 4: (-2000, -3000), (-20, -10), (2000, -4000).
For second set:
For simulation scenario, I consider three fixed BSs, where their coordinates for distinguishing four cases are

Case 1: $(-1000,4500),(6000,-2000),(-7000,500)$,
Case 2: $(-1000,5000),(1500,3000),(7000,600)$,
Case 3: (-2000, -3000), (-1300, -1900), (2000, -4000),
Case 4: (-2000, -3000), (-20, -10), (2000, -4000).
I assume the three different scenarios of occurrence rates for Case 1, Case 2, Case 3, and Case 4. They are

First Scenario: 60\%, 25\%, 10\%, and 5\% for Case 1, Case 2, Case 3, and Case 4, Second Scenario: 70\%, 20\%, 10\%, and 7\% for Case 1, Case 2, Case 3, and Case 4, Third Scenario: $90 \%, 7 \%, 2 \%$, and $1 \%$ for Case 1, Case 2, Case 3, and Case 4, respectively. Also, the MS location is randomly selected within ranges between

$$
\text { Case A: }-100 \sim+100 \text {, Case B: }-500 \sim+500
$$

with conditions for each. The unit of coordinates is a meter (m). I consider different sampling rates of $10 \mathrm{MHz}, 50 \mathrm{MHz}, 100 \mathrm{MHz}, 500 \mathrm{MHz}$, and 1 GHz .

### 5.7.1.2 Performance Evaluation of Error Model

The performances of the MS location estimation algorithm are evaluated by the root-mean-square error (RMSE). The error between true MS position and estimated MS position is defined by

$$
\begin{equation*}
\operatorname{Error}_{\text {Position }} \triangleq \sqrt{(x-\hat{x})^{2}+(y-\hat{y})^{2}} . \tag{5.9}
\end{equation*}
$$

and MSE for estimating the MS position is defined by

$$
\begin{equation*}
M S E_{\text {Position }} \triangleq E\left[\text { Error }_{\text {Position }}^{2}\right], \tag{5.10}
\end{equation*}
$$

where $E[$ ] is an expectation operator. The RMSE of the estimating MS position is given by

$$
\begin{equation*}
R M S E_{\text {Position }}=\sqrt{M S E_{\text {Position }}} . \tag{5.11}
\end{equation*}
$$

### 5.7.1.3 Simulation Results

### 5.7.1.3.1 Simulation Results for the First Set

Based on the first set, the simulation results of the root-mean-square error (RMSE) of the estimated distance versus the various sampling rates are shown in Figure 5.48 and Figure 5.49, for the case A and case B, respectively. For the first scenario, Figure 5.50 and Figure 5.51 compare two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, for the case A and case B, respectively. For the second scenario, the two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, are shown in Figure 5.52 and Figure 5.53, for the case A and case B, respectively. For the third scenario, the two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, are shown in Figure 5.54 and Figure 5.55, for the case A and case B, respectively. From figures, I observe that RMSE of the hybrid algorithm is lower than RMSE of only line intersection algorithm, for all cases.


Figure 5.48 For the first set: root-mean-square error curves of distance for the case A


Figure 5.49 For the first set: root-mean-square error curves of distance for the case B


Figure 5.50 For the first set: for the first scenario, root-mean-square error curves of mobile station location for the case A


Figure 5.51 For the first set: for the first scenario, root-mean-square error curves of mobile station location for the case B


Figure 5.52 For the first set: for the second scenario, root-mean-square error curves of mobile station location for the case A


Figure 5.53 For the first set: for the second scenario, root-mean-square error curves of mobile station location for the case B


Figure 5.54 For the first set: for the third scenario, root-mean-square error curves of mobile station location for the case A


Figure 5.55 For the first set: for the third scenario, root-mean-square error curves of mobile station location for the case B

### 5.7.1.3.2 Simulation Results for the Second Set

Based on the second set, the simulation results of the root-mean-square error (RMSE) of the estimated distance versus the various sampling rates are shown in Figure 5.56 and Figure 5.57 for the case A and case B, respectively. For the first scenario, Figure 5.58 and Figure 5.59 compare two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, for the case A and case B, respectively. For the second scenario, the two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, are shown in Figure 5.60 and Figure 5.61, for the case A and case B, respectively. For the third scenario, the two RMSE curves based on the proposed hybrid algorithm and only line intersection algorithm, for various sampling rates, are shown in Figure 5.62 and Figure 5.63, for the case A and case B, respectively. From figures, I observe that RMSE of the hybrid algorithm is lower than RMSE of only line intersection algorithm, for all cases.


Figure 5.56 For the second set: root-mean-square error curves of distance for the case A


Figure 5.57 For the second set: root-mean-square error curves of distance for the case B


Figure 5.58 For the second set: for the first scenario, root-mean-square error curves of the mobile station location for the case A


Figure 5.59 For the second set: for the first scenario, root-mean-square error curves of the mobile station location for the case B


Figure 5.60 For the second set: for the second scenario, root-mean-square error curves of the mobile station location for the case A


Figure 5.61 For the second set: for the second scenario, root-mean-square error curves of the mobile station location for the case B


Figure 5.62 For the second set: for the third scenario, root-mean-square error curves of the mobile station location for the case A


Figure 5.63 For the second set: for the third scenario, root-mean-square error curves of the mobile station location for the case B

### 5.8 Concluding Remarks

The TOA trilateration algorithm determines the location of the MS at an intersection point of three circles based on distances between the MS and BSs, and center being the coordinates of BSs. The distance between the MS and BS is usually estimated by counting the number of delay samples, the three circles may not meet at a single point, causing the location estimation error of the MS. In order to solve the MS location problem, I propose the hybrid algorithm based on the line intersection algorithm for the general case and comparison approach of intersection distances for the specific case. Although the line intersection algorithm, which has good performance in the general case, it may have a high estimation error in the specific case. The comparison approach of intersection distances has worse performance for estimating the MS location compared to the line intersection algorithm in the general case, but the comparison approach of intersection distances has good performance in the specific case. Also, in order to alternately use both algorithms according to the proper mode case, I provide the mode selection algorithm. The mode selection algorithm compares the distances between the intersection points of the small circle and one large circle to the radius of another large circle. If all distances are shorter than the corresponding radii, it selects the specific case mode and employs the comparison algorithm of intersection distances. Otherwise, it selects the general case and employs the line intersection algorithm. The simulation results of the proposed algorithm were illustrated through computer simulations that show the proposed hybrid algorithm has better MS location performance than that of the conventional and only line intersection algorithms.

Also, I provide overall selection mode algorithm of all four different cases. To get the best MS location estimation, I employ the line intersection algorithm or comparison approach of intersection distances or small circle intersection approach or closest point algorithm, according
to the proper case. The selection procedure for four cases is based on two equations that compare radii differences to center distances between the smallest circle and two large circles. For the best localization performance, the proposed four algorithms should be employed with a hybrid form.

## 6 Conclusions

In this dissertation, some of advanced TOA trilateration algorithms proposed to estimate the location of MS. I summarized those algorithms in the order to be appeared in the thesis.

The TOA trilateration algorithm determined the location of the MS at the intersection point of three circles based on distances between the MS and BSs, and center being the coordinates of BSs. The three circles might not meet at a single point because the distance between the MS and BS was usually estimated by counting the number of delay samples, which it must be an integer although it was not originally integer. Therefore, the distance was slightly increased; three circles based on the estimated distance did not meet at a point causing the serious estimation location error of the MS in four different cases. In order to solve the location problem, the advanced TOA trilateration algorithms had been proposed. They were the shortest distance algorithm and the line intersection algorithm in the general case (case 1), and comparison approach of intersection distances in the specific case (case 2), the small circle intersection approach in the case 3 and the closest point algorithm in the case 4, respectively. For the best performance of the location estimation, the proposed four algorithms should be employed with a hybrid form. For this purpose, a mode selection algorithm had been proposed to efficiently select the proper case, and a hybrid TOA trilateration algorithm based on four algorithms was proposed.

In this study, all possible cases for occurring the location estimation error had been considered and I verified that the proposed algorithm had lower error comparing to the
conventional TOA algorithm. This advanced hybrid TOA trilateration algorithm is expected to be mainly employed in various fields requiring excellent location estimation performance.
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