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NOMENCLATURE

T Transfer matrix from frame {7—1} to frame {7}
P! Position vector of the cue at the tool frame

F Position vector of the cue at the robot base frame
o View parameter

X X component of estimation model

Y. Y component of estimation model

F, X component of position vector F

Fy Y component of position vector F

F, Z component of position vector F

J(C,) Performance index in parameter C

X! X component of vision data for acquired at step i
Y, Y component of vision data for acquired at step i
X' X component of estimation model for computed at step i
Y, Y component of estimation model for computed at step i
AC Parameter correction vector

A Matrix of (2xixj) x (6)

AT Transpose of matrix A

w Weighting matrix

J©;) Performance index in joint angle

Ad Joint angle correction vector

R Residual vector

B Matrix of (2 X ¢xj)x(4)

BT Transpose of matrix B
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Chapter 1. Introduction

1.1 Research background

Robots have been developed for the purpose of replacing simple repetitive work
or in 3D industries by humans in industrial fields. Recently, owing to the
development of robot related technology, an intelligent robot that recognizes the
external environment and judges the situation by itself has emerged. Therefore,
the field of robotics has penetrated a wide range of applications, and now
robots are becoming a part of human life, coexisting with humans. Robots are
used In various applications that include industrial applications, domestic
applications such as cleaning and housekeeping, medical applications such as
surgery and health care, defense applications such as robot soldiers and
unmanned drones, agricultural applications such as agricultural crop harvesting,
educational applications such as assembly kits and training robots, and

transportation applications such as unmanned vehicles, traffic control.

Among the various fields, the latest technology trends in industrial robots
involve using high-speed CPU visual sensors, 2-D and 3-D image processing,
visual technology related to computer aided design(CAD) matching, fast and
accurate work by siX axis sensor controls, automation of precision assembly
work, and collision detection. Especially, numerous technological advances have
also been made in the field of force technology, including hand and variable
strokes, and hand and safety technologies related to gripping force control

ability.

For robots to be used in industrial fields, where robots are required to perform
several tasks, various abilities must be provided. As robots need to be
independent, they must be able to judge the environment around themselves, be
able to control their own systems, and be able to carry out their tasks. To

perform such tasks, robots must have artificial intelligence. Image recognition is
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an important factor among the various artificial intelligence components that
robots should possess. So far, research has been conducted on machine vision
that combines image processing technology with different machinery for image
recognition. Furthermore, much research has been done on robot vision using
machine vision technology. First, the research trends in image processing are as

follows.

Various methods have been proposed for extracting object information from
image information as the demand for systems that perform tasks using object
information extracted from images increases.

Feddema'” presented a method for visually tracking moving objects using a
single moving camera. Assa? proposed a sensor fusion technique that estimates
the object shape in real time with high accuracy and precision by
complementing the multi-camera sensor fusion method estimating only a few
number of objects among various methods of estimating the proposed object

(31 proposed a method for fitting

based on a single camera. In addition, Lowe
both parameters and models inside an image on a curvature, and studied the

criteria for fitting 2-D images and 3-D models in most vision—-based programs.

As mentioned above, machine vision technology, which analyzes images using
a computer and an optical system such as a camera and lens, in the fields of
machinery and agriculture, as well as image processing technology, is a new
and useful field in the sense that it is a substitute for human judgment. In
recent years, research on machine vision systems that combines image
processing technology with advanced inspection equipment is actively being

studied.

Jaharim introduced a system for optimizing performance by monitoring the
quality of harvested crops in real time using the developed dual illumination
method and mounting system above the entrance of the harvester for

evaluation. Additionally, Huang[G] developed a machine vision system for

_2_
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detecting defects in internal atomizing nozzles using neural networks and image
processing techniques. This system evaluated geometric features using color
features involving gray level differences and differences in diameter and

distance.

In recent years, the plant have been aiming to produce small quantities of
various products in complex various industrial fields. Therefore, there are using
a robotic vision beyond the limited machine vision, and research in this regard

is actively being conducted.

Hosoda™ used a vision sensor on a legged robot to create a servoing system
consisting of a controller and a visual servoing controller that maintains
constant distances without pre-programming leg motion in the controller, a
study was conducted to control the posture by tracking the shaking object.
Choe"” proposed a visual servo control method that uses vision to track the hole
of a bolt using the automation robot in the construction field. In addition, Asl®
proposed a control system using an image-based visual servoing(IBVS) method
to solve the problem of vision-based controller design for translational motion
and yaw rotation of unmanned aerial robots. Based on this system, the
effectiveness of the presented control system was verified through the dynamic
characteristics of the images obtained from the perspective image moments in
the virtual image plane.

Recently, Oon"” proposed a 2-D camera-based object recognition and robotic
arm control method, which is a coordinate system conversion method. This
method used a circular Hough transformation to obtain the angle of each joint
of the robotic arm in real space from the object information obtained from the

" Sntroduced GP technology based on a

2-D camera image. In addition, Kim
color detection model for object detection of humanoid robot vision, and
proposed a non-parametric multi-color detection model using the evolution of

GP.
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Several methods have been proposed to develop the robot vision algorithm.
The Newton-Raphson(N-R) method and the Extended Kalman Filter(EKF)
method, which are the numerical control schemes to be implemented in this
paper, have opposite advantages and disadvantages. So far, the research trends

of these methods are as follows.

1.1.1 Research trends in the N-R Method

Several researchers have conducted general studies of the N-R method, which
1s an iterative technique, and its development for research applied to robot
control. The main trends of general research on the N-R method include the
following. Choi™ studied the method of reducing the computation speed and the
maximum error rate by storing the initial approximate solution in a table based
on the geometric mean in the Newton-Raphson algorithm. This is important in
evaluating the overall performance based on determination of the initial

(121 proposed a slot parameter extraction method to

approximate solution. Bae
design a wide—surface resonance-type waveguide antenna using the Newton
-Raphson method as a numerical solution to solve nonlinear equations, and
developed a program to calculate slot parameters based on a formula proposed

by Elliott for wave plate antenna radiation plate design theory.

Several previous studies were performed by applying the fore-mentioned

U3 ysed

research results to the development of robot control schemes. Durmus
the Newton-Raphson method to minimize the cost function of a generalized
predictor that represented the error between the reference trajectory and the
actual trajectory of the robot in a six—axis robot manipulator. Through this
study, the Newton-Rahpson’s minimization method and generalized prediction

Ll proposed a Global Newton-Raphson

control algorithm were derived. Yang
method that allowed parallel robots to directly obtain answers in real-time

without the need for a parallel robot to analyze the 6 degrees of freedom of
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kinematics. Additionally, the parallel robots generated linear motion with three
degrees of freedom as well as angular motion of three degrees of freedom and
could feedback the actuator position measured by the position sensor in real
time.

Recently, research on the robot vision control scheme involved the application
of the weighting matrix to the Newton—-Rahpson method to improve the

(s} proposed an autonomous navigation intelligent system that

accuracy. Jung
applied a new weighting matrix to an algorithm, which could be performed in
real time, when given a destination without any additional routing process or
processing for control input calculation. The proposed algorithm was verified
through simulation. Additionally, Kim™ studied the effectiveness of template
matching in various lighting conditions using a weighting matrix to use a
vision—based object detection system in an underwater environment with noise

or light limitations.

1.1.2 Research trends in the EKF Method

Since 2000, general research on the EKF method, which is recursive technique,
and robot control schemes based on the general EKF method have steadily
progressed.

The main trends of general research on the EKF method include the following.

" studied a sensorless control for DC and induction motors by estimating the

Rigatos
angular velocity of a motor using the EKF method to measure the angle of the rotor.
Karasalo™ proposed an optimization-based adaptive Kalman filtering method to generate
an estimation of a process noise covariance matrix by solving the data optimization

problem on a short screen.

Several researchers applied the EKF method to the robot control method to improve

[19]

processing speed. Chen ™ provided a camera calibration method that could be used

the robot vision system for the motion control of a robot arm in a situation in
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which the reference coordinate system and the camera coordinate system could
not be accurately obtained by estimating the camera parameters using the EKF
method.

Recently, studies controlling a mobile robot using the EKF method are actively

) studied a vision tracking

conducted both domestically and abroad. Hwang
system that estimated the position of a robot using a slip detector and two
Kalman filters because wheel and encoder data could not be relied in the event

U ysed an Extended Kalman filter and a Sigma

of sliding of the mobile robot. Darabi
Point Kalman filter to perform simultaneous localization and mapping, which are among
the most basic and challenging problems of a mobile robot equipped with a moving
stereo vision sensor In an indoor environment. This was followed by reviewing and
improving the estimated state of simultaneous localization and mapping by repeating the
filter. Furthermore, Jeonm] fused two methods by applying the EKF method to estimate
the position using the vision system and the marker and applying the encoder on the

mobile robot wheel. The study then applied the vector field histogram scheme to examine

a method of avoiding obstacles in real time at a desired destination.
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1.2 Research needs and objectives

Robots introduced for industrial applications in the 1980s were used for simple
repetitive tasks. Since then, research on robot vision systems with autonomy
secured by endowing visual ability, which is the most important factor of
human intelligence, is actively conducted to cope with various working
environments. Many studies on autonomous travel path determination technologies, 3-D
space transform of 2-D visual information, and object tracking technologies have been
conducted™*.

In particular, the problem of slow processing speed due to large amounts of data
processing when applying vision systems to robots is solved through the steady
development of large-scale memory devices such as large-scale integrate(LSI) devices
since the late 1970s. In addition, binarization schemes or cue-based methods have been
studied to minimize data processing times by minimizing the amount of data to be
acquired by considering work conditions and characteristics ™ With  these
technological advancements, in recent years, research 1is actively being
conducted on applying vision systems to robots in various complex industrial
fields. However, most of the ongoing research has the following problems. The
compensation coefficients of position, orientation, and focal length of the camera
are most important when applying a vision system to a robot. If these are not
done correctly, the robot cannot perform normal position control, and can
operation incorrectly. In particular, if the relative position between the camera
and the robot, and the orientation and the focal length of the camera are
changed, the compensation coefficients of the camera must be recalculated.

To solve these problems, this study uses a vision system model involving 6
camera parameters. These parameters combine in this model that relates object
information in the 2-D camera image plane to object information in 3-D space.
Specifically, the parameters can actively adjust the change of the camera and
robot positions without calibration. Thus, based on this vision system, robot

vision control schemes using the N-R method and EKF method are presented

_7_
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to efficiently process vision data obtained while the robot moves towards the
fixed target. In particular, the robot vision control scheme of the N-R method is
classified into two cases, where one case is with the weighting matrix and the
other case is without the weighting matrix, in order to examine the effect of
data processing method.

Finally, the practicality of the three proposed control schemes is demonstrated
by comparing the accuracy and processing time of the fixed target estimation

through experiments of rigid body placement.
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1.3 Research contents

This study involves two main topics. First, robot inverse kinematic model is developed
to calculate robot joint angles when spatial coordinate values for a specified target are
known. Second, three control schemes are proposed to estimate the position of the target
using only vision data obtained through a camera when the spatial coordinate value of
the specified target is unknown. The estimated values of the proposed control schemes
are compared with the obtained values from the robot kinematic analysis to evaluate the
effectiveness of the proposed control scheme. A test model with four cues is attached to
the end of the robot to show the effectiveness of the proposed control technique.
Additionally, the three cameras used in the study are placed on the image plane such
that the test model did not deviate from the camera image plane and filled the camera
image plane while the robot moved along the random motion trajectory towards the fixed
target.

The contents of this thesis include the following. Chapter 2 presents the robot kinematic
model and the vision system model. The actual joint angles of the robot for specified
targets are calculated using the forward kinematic model and inverse kinematic models
described in section 2.1 and section 2.2. Additionally, section 2.3 presents a vision system
model that includes six parameters to describe the relative positions of cameras and
robots, including uncertainties in camera orientation and focal length of camera. Chapter
3 presents the mathematical modeling of the N-R method and the EKF method to
estimate camera parameters and robot joint angles based on the vision system model
presented in section 2.3. In chapter 4, three robotic vision control schemes are proposed
using the N-R method without the weighting matrix, N-R method with weighting
matrix, and EKF method to estimate rigid fixed targets. Chapter 5 shows the test model
of a rigid body using four cues without recognizing the entire object shape to improve
the processing speed by minimizing the amount of data. Furthermore, ten initial stages
and thirty robot movement stages are set for fixed target estimation for real-time rigid

body placement task.
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In chapter 6, the suitability of the vision system model is verified using the presented
control schemes. In chapter 7, the positional values for the fixed target are
calculated using four schemes such as the robot kinematics analysis, N-R
method without the weighting matrix, N-R method with the weighting matrix,
and EKF method. The structure of thesis involving research contents and

method mentioned above is shown in Fig. 1-1

Fixed target estimation for
rigid body placement task

Know arget's position Unknown
in 3-D space |

Vision system model
Robot forward kinematics J | |

model

| Mathematical modeling |
|
Robot's vision control

scheme
T

N-R method | EKF method |

Robot invers kinematics
model

|N0weighting| | Weighting |
I I

|
Result of experimental
rigid body placement
1

Result of kinematics
analysis
- Robot's joint angle
- Target's position value

o
criterion | N-R method | EKF method

- Robot's jeint angle
| I - Target's position value

No weighting Weighting
- Robot's joint angle - Robot's joint angle
- Target's position value - Target's position valug

Comparison of results |

Fig. 1-1 Structure of thesis
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Chapter 2. Robot kinematics model and vision

system model

2.1 Robot forward kinematics

Robot forward kinematics involves calculating the end-effector position vector
of the robot with respect to the robot base coordinate system when the joint
angles of the robot are given. This model is applied to the vision system model
in section 2.3.

Fig. 2-1 shows the link frame and link parameters of four joint axis for the Samsung
SM7 four-axis scara type robot used in this study. The measured robot link parameters

are listed in Table 2-1.

| a1 J. B
02 ¢
91 \"\-—%
Zy NZ,
X3
> > >
Z3| ¥
ds
dl Z‘t P
Z“T 8 I x,
> X, u q

Fig. 2-1 Link parameters and link frame assignment of four axis robot
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Table 2-1 Link parameters of four axis robot

axis a; (") a1 (") d; (mm) (7
1 0 0 387 0,
2 0 400 0 0,
3 180 250 ds 0
4 -180 0 0 0,

Eq. (2-1) shows the general transform that defines frame {i} relative to the frame

{i+1}

This transformation will be

a function of four link parameters. For any robot, this

transformation will be a function of only one variable while the remaining three

parameters are fixed values.

cost, — sinf, 0 a_,
i—1p_ sinf, cosay, _, cos#, cosey; _, — sina, _; —sine,_  d, (1)
! sinf,sina;_, cos#,sine; | cosqy_; COSqy,_d;
0 0 0 1

Eq. (2-2) shows the each link transformation matrix , 7, calculated by applying the link

parameters in Table 2-1 to Eq. (2-1).

cosf; —sinb, 0 0
sinf, cos#;, 0 0

0

T=

! 0 0 14
0 0 01
10 0 a

) 0—10 0

T=

3 00 —1—d;
00 0 1

cosf, — sinf, 0 a,
sinf, cosf, 0 0

7=
0 0 10
0 0 01
(2-2)
cosf, —sind, 0 0
3p_ —sinf, —cosf, 0 0
4
0 0 —10
0 0 01

The link transformations can be multiplied to find the single transformation that relates

frame {4} to frame {0} as expressed in Eq. (2-3).
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\r={TiTsTiT

cos (6, +0,+6,) —sin(0, +0,46,) 0 a,cos (9, +6,)+a,cosb,

0 sin(@, +0,+6,) cos(0, +0,+0,) 0a,sin(9, +6,)+a,sind, (2-3)
0=
0 0 1 —d,+d, —dy

0 0 0 1

The position vector ,'P’, of jth cue among the four cues attached to the robot

end-effector in frame {4} is defined as Eq. (2-4).
‘Pl=(pP/,pP], P)" (2-4)

The position vector ,F, of the cues with respect to the base frame {0} is expressed by

Eq. (2-5).
cos (0, +0,+60,) —sin (0, +6,+6,) 0 a,cos (0, +6,) +a,cos, | | P/
F—0pipi_ sin(@, +0,+6,) cos(0, +6,+0,) 0ay,sin(9, +0,)+a,sinb, Pyj 0s)
B B 0 0 1 —d,+d —d, P
0 0 0 1 1

Fach position component of the robot forward kinematics in ©—y— 2 coordinate is

shown in Eq. (2-6).

F=cos (0! + 9; - Qﬁ)Pg — SinA(Of +0,+0)P]
+ a,co0s (0; +6,) + a,cos;

FI=sin(0; +6;+0})P]+cos (0] +6;+0)P) (2-6)
+a,sin (0] +6;)+a,sind,
FY=P/—d,—d;+d,

where, @ represents the number of moving point while the robot moves, 61,05,d; and 6,

are the robot joint angles at the ¢th moving point of robot, and j represents the number
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of cue. In addition, the link parameters ,a,,a,,d, and d,, and the position vectors ,P;

x

J
Py

’

and P!, of the four cues of test model shown in Fig. 5-2 are expressed by Eq. (2-7).

a, =400 mm, a, = 250 mm, d;, = 387 mm, d, =0 mm

p'=(r},P,, P))=(15mm, — 18 mm, — 103 mm)

P’= (P}, P}, P})=(15mm, — 18 mm, — 133 mm) (2-7)
P’= (P}, P}, P})= (- 15mm, 18 mm, — 103 mm)

pP'=(p;, P/, P))= (15 mm, 18 mm, — 133 mm)
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2.2 Robot inverse kinematics

Robot inverse kinematics is developed to calculate the joint angle of the robot
for a specified target. If the given target position corresponded to F, (X] Y7,
and ZJ]), then the corresponding joint angles ,0},05.d; and 0;, of the robot are
calculated by applying the Newton-Raphson method. The procedures are as

follows.

step 1) In order to apply the Newton - Raphson method, the function ,f, is
defined as Eq. (2-8).

f=4T « 'P—F, (2-8)
step 2) By using Eq. (2-6) and F,, the function ,f, is obtained as follows.

fl cos (0, +0,+6,) P —sin (0, + 0, +0,) P+ a,cos (6, +6,) + a,cost, — X/
fi|= |sin (0, + 0, +6,)P] + cos (6, + 0, +0,) P+ a,sin (6, +60,) + a;sinf, — Y] | (2-9)
fé P;’—d4—d3+d1—Z({

step 3) The Newton-Raphson method of Eq. (2-10) is applied to the function
f, given in Eq. (2-9).

Ty q =T — [—(xk)} f(x,) (2-10)

where, z= (6,0, dy, 60,)"

f=ULr "
step 4) Substituting Eq. (2-9) into Eq. (2-10), Eq. (2-10) is rewritten in the
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matrix form.

_@(‘/ @1‘_/ g & 71!

91,k+1 Ql,k 591 592 &Zj 694 f]' (Qk)

Ql/ﬁl — 92=k _ zy/ zy] zy] @’ . ;f @,

6, n 6, 9’ 97 121 9’ o (2-11)
6 20 ai, o,

Eq. (2-11) can be expressed simply as Eq. (2-12)
-1
9i,k:+l = ai,kr - 4 R (2-12)

step 5) In step 4, the inverse matrix is not a square matrix in general, so it
can not be solved by a Gauss elimination method. Thus, when the size

of the inverse matrix ,A, is nXxXm, it is obtained by the method of Eq.
(2-13).

i) In case of n>m ; A '=(ATA) AT (9-13)

i) In case of n<m ; A '=A7447)!
step 6) By combing Eqs. (2-12) and (2-13), Eq. (2-14) becomes.
0,541 =0,,—(ATA)'ATR (2-14)

Where, 0, represents an arbitrarily given initial value. The matrix ,4, and the

matrix ,R, are expressed by Eq. (2-15) and Eq. (2-16), respectively.
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— -1

[ A AN
2585
v 9 9, 9,
F¥E
9 9. I
| 2 a2
o ol o I
0 4, o, 0,
LA A
o s o (2-15)
|8 &0, o 6, |
EACA
1,6
£6)
R=| :
£1@)
j:{gk) (2-16)
L/ =z k)_
where,
of, » o .
. =—sin (0, +0,+6,) P! —cos (6, +6,+6,)P]—a,sin(0, +6,) — a;sinf,
1
of, » o
ﬁz—sm(@l+02+04)P§—COS(91+92+94)Rj—a251n(01+02)
2
of)
=0
od,
ofy , |
v =—sin (0, +0,+6,)P!—cos (6, +6,+6,)P)
4
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J
?031/: coS (01 —|—92 +04)PZ— Sil’l(91 +92 +94)]Dg+a2005 (91 +92) +CL1C0591

J
Y

~g. ~ 08 (6, +0,+6,)P!—sin(0, +0,+0,) P/ +a,cos (6, +06,)
2

af!

ad,

a7

??:cos(91+92+04)P£—Sin(91+92+94)Pz)7
4

of!
o0,
ofy _
o,
of!
ad,
ofy _
)

0

0

—1

0

step 7) Repeat step 6 until the given tolerance error () is satisfied.

4
;|0i,k+1_0i,k| <e (2-17)
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2.3 Vision system model

The vision system model used in this study involves siX camera parameters
,C, ~ Cs. It converts the position of an object in a 3-D space into the position
of object in a 2-D camera plane. Among siX camera parameters, C; ~ C,
represent the uncertainty about the focal length and direction of the camera. C; and Cg
explain the uncertainty about the relative position between the camera and the robot. The

vision system model is shown in Eq. (2-18).

i
X0 Ch@ﬂﬂ ?,[a]
= F\+| A 2-18
lmj } [021 Cypy Cy i j Co | )
where,

G, =G+ G- 032_ G, Gy =2(G,G+Cq)),
Cy=2(GC,—CG), G, =2(GC—CGA), (2-19)
Gy =Ci= G+ Gi= G}, Gy =2(G,C,+ G G)

Substituting Eq. (2-19) into Eq. (2-18), Eq. (2-20) becomes.

X" =(Ci+ C)— Ci— CHFH+2(C,Cy+ O 04)Ej=-7 (2-20)
+2(C,C, — C,C3)F+ O

Vi =2(Cy 0y~ CLC)FF+ (CE= G+ Cf = CYFY
+2(G5C0,+ C,Cy)F '+ G

Where, Fy/, Fy’ and F!’ represent the position of jth cue at the ith robot moving

point in the 3-D space. X,/ and Y.’ represent the position of jth cue at the ith robot

moving point in 2-D camera plane.
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Chapter 3. Mathematical modeling for parameter

estimation

3.1 N-R method

The robot vision control schemes proposed in the N-R method utilize a
weighting matrix to weigh the obtained recent data near the target while the
robot moves. Fig. 3-1 shows the overall flow divided into two stages. The first
stage corresponds to the initial stage to obtain the optimal weighting factor.
The second stage involves performing a rigid body placement task using the
optimal weighting factor obtained in the initial stage. The mathematical
modelings of the required camera parameters, robot joint angle estimation

models, and weighting matrix model at each stage are discussed below.

Initial stage for weighting factor

Parameter estimation model weighting matrix model
Coiii=Coir AL G e B G LA P
SCEE AW TR, (T |, g ¢ T R
i target vision data of
initial stage

Joint angle estimation model
0141 =0;; + A6
=06;;+ (BTWB)"1BTWR

Initial C,~Cg, 8, ~0,
weighting factor

Robot movement stage for robot task

Parameter estimation model

Crpe1= Gy +AC T
= Cy; + (ATWA)‘lATWR target vision

data of actual
target

Joint angle estimation model
Oi141 = 6;, + A6
=6+ (BTWB) 1BTWR

Fig. 3-1 Block diagram of robot’s vision control scheme in N-R method
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3.1.1 Camera parameter estimation model

This estimation model is concerned with determination of the unknown six
camera parameters ,C) ~ C;. These parameters included in the vision system
model are used in order to transform the 3-D positions of cues into the 2-D
camera image plane. For this study, vision data and robot joint angles at each
moving point need to be obtained while robot moves toward a target along the

arbitrary trajectory. Then, the performance index J(C,) is defined as Eq. (3-1)
Z.. . Z.. . 2 .. . .. . 2
J(C)=3)] (xH(C)— X"+ [ vide,) - Y] (3-1)

Where, k represents the number of parameters, and X/ and Y’ represent the
actual vision data values of jth cue obtained through the camera at ith moving
point of robot

By minimizing Eq. (3-1) using the N-R method, the relationship for camera

parameter estimation is obtained as Eq. (3-2)

Crip1 =G, T AC (3-2)
=G, +ATWA) TATWR

where, | represents the number of iteration in the calculation process. A is a
jacobian matrix with a size of (2xixj)x6, R is a residual vector with a size of
(2xixj)x1. Two matrices, A4 and R are given in Eqgs. (3-3) and (3-4),

respectively.
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ax) ax; ax) ax) ax) ax) |
oG oCc, e e, e e
o oyt oyt oyt oyt oy
P aq aq aq aC; GC})
ovy axy axy axy axy axy
ovy oy ovi ovy ovy ovy (3-3)
oG ac aq e, e oG
M XX
N
R= :
X:’;j _X(,’}j
IR A (3-4)

In particular, W represents a weighting matrix, and is an important factor in
this study. The weight matrix model is developed in section 3.1.3. This
estimation model is applied to each camera used for this study in order to

calculate the six camera parameters.

3.1.2 Robot joint angle estimation model

The robot joint angle estimation model is concerned with determination of the

robot joint angles ,0, ~6,, with respect to the specified target, based on the
each camera parameters calculated in section 3.1.1. For this study, the

performance index J(0,) is defined as Eq. (3-5).

J(0,) = Z:]Z:] [X2(F1(9,), F(6,), F1(9,):C0) — X277

+VE(F0,),F20,),F(0,);C) — Y (3-5)

c

Where, ¢ represents the number of cameras. X!/ and Y’ represent the 2-D
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camera space value of the jth cue in the gth camera for the target. X2’ and

Y%/ represent the estimated vision system model values of the jth cue in the ¢

m

th camera based on camera parameter ,C; ~ Cq.
By minimizing Eq. (3-5) using the N-R method, the relationship for joint

angle estimation is obtained as Eq. (3-6).

0101 =0, TA0 (3-6)
=0,,+(B"WB) 'B"WR

Where, ! represents the number of iteration in the calculation process. B is a
jacobian matrix with a size of (2xg¢xj)x4, and is given by Eq. (3-7). R is a
residual vector with a size of (2xgxj)x1, and is given by Eq. (3-8).

faxt  axt  axt  ax! |
g o6, oo oo
oy, oy oy’ oy!
Ll e e o
laxw axw ax axw
6 6 6, 0,
a}izd aXZJ aXZJ a}fg] ( 3 _ 7)
L 8 o6, O 00, |
[ xt x
Yy
R= :
X?,j _ Xq,j
Yq,j _ Yq J (3_8)

In addition, weighting matrix ,W, in Eq. (3-6) uses a unit matrix to give

equal weight to the three cameras used in the joint angle estimation model.
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3.1.3 Weighting matrix model

In general, the weighting matrix , W, of the parameter estimation model shown
in Eq. (3-2) is used as a unit matrix to give an equal weight to all data
obtained during robot movements. However, this study involves the application
of the weighting matrix ,W, that provided a larger weight to the recent vision
data obtained while the robot moves toward the target for precise robot vision
control. The weighting matrix ,W, is defined as a diagonal matrix with a size

of (2xixj)x(2xixj) as shown in Eqs. (3-9) and (3-10).

-1
Vg%£7 ,
Vil | @
Véﬁf)
Vel
W= / i (3-9)
Vsﬁ:& ,
Vg%ng
9] Vgﬁl ,
Vi
where,
87 - [a|Xn1 X71|+aw]2
V§716 [a|Y"1 Y’1|+aw]2
VE;Q [a|X"2 X’2|+am]2
Ve =la| Y= Y2 |+ a,) (3-10)
87 s [a|Xn3 X’3|+aw]2
VE;?’Q [a|Y"3 Y’3|+aw]2
Vit =la] XM= X+ a,
Vg’; = [oz| Y:”A‘— YZ’4|+ayO]2
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where, X"/ and Y,/ represent the vision data X and Y of the jth cue at the
final nth moving point of the robot. X7 and Y’ represent the vision data X
and Y of the jth cue at the ith moving point of the robot. Additionally, « is a
weighting factor used to weight the recent data near the target.

In the Eq. (3-10), we set a,, = a0 = 1 to distinguish between the cases when

the weighting matrix , W, is applied and when it is not applied. Furthermore, in
the case of a=0, the weighting matrix ,W, is used as the unit matrix to
assign an equal weight to all vision data obtained while the robot is moving.
This means that weighting matrix ,W, is not applied. In order to apply the
weighting matrix ,W, that placed a weight on the recent vision data obtained
near the target, a new weighting matrix ,W, is calculated by applying the

optimal weighting factor estimated in the control scheme shown in section 4.3.

3.2 EKF method

Robot vision control using the EKF method estimates six camera parameters
for each camera included in the vision system model. The joint angles of the
robot are estimated using the estimated camera parameters. The overall flow is
divided into two stages as shown in Fig. 3-2.

The first stage involves the initial stage. It is extremely important to
effectively calculate the initial state variables z;, and the initial error covariance
P, to apply the EKF method for the estimation of camera parameters and the
robot joint angles. For this study, the Monte-Carlo method is used to accurately
calculate the initial value. The second stage is divided into a measurement
model and a prediction model as the robot moving stage. In the measurement
model, camera parameters and error covariance for each camera at the each
moving point of robot are obtained. Next, based on the estimated camera
parameters and its error covariance, the robot joint angle and its error

covariance are estimated for the target. In the prediction model, the estimated
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values through the measurement model are set as the initial values of the next

moving point of the robot.

Initial stage for initial value

Monte-Carlo method

Pp Xk~ . initial value

Y
Robot movement stage for robot task

Prediction model Measurement model
Parameter estimation mode Parameter estimation model
= e L Ky = P Hy' (P Hy' + ViRV )™
* Xg = X+ Ki(zi — h(x~,0))
Py =Py k Py =(1—KpH )P
Y
Joint angle estimation mode Joint angle estimation model
Rppy =g (Kk = Py H,'(H P Hy" + VR V)
{ Xp = xg + Kpl(zp— h(x~,0))
foas — e k P = (1= KiHi)P~

Fig. 3-2 Block diagram of robot’s vision control scheme in EKF method

3.2.1 Inmitial value model

In order to apply the EKF method to the camera parameters and the robot
joint angle estimation, it is very important to calculate the initial state variables
and the initial error covariance effectively. As mentioned above, EKF method
uses the Monte-Carlo method to calculate the initial values. The procedures for
Monte-Carlo method are explained in detail in the control scheme on section

41.2.
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3.2.2 Measurement model

(1) Camera parameter estimation

In order to estimate the uncertain six camera parameters of each camera
included in the vision system model using the EKF method, it is necessary to
define the nonlinear function ,h, shown in the parameter estimation model of
Fig. 3-2.

The function ,h, for the measurement model is defined as Eq. (3-11) using the

vision system model given in section 2.3, and has a size of (2xixj)x1.

X
h(x;.0)= Rl (3-11)
Yy

m
where,
er{j: (C12+ 022_ C;_ C42)E1j’j+2(c2c§ + 0104)]:;,”

+2(G,C - GG+

Y,1=2(C,C— C,COF "+ (Cf= G+ Cf = 042)ng"7 (3-12)
+2(C,C, + C,Cy)F+ G

In addition, =, is defined as Eq. (3-13).

z =[G G CC GGl (3-13)

The equations of the measurement model shown in the parameter estimation
model of Fig. 3-2 are composed of three components, the Kalman gain value, K},

the camera parameter ,x,, for each camera, and the camera error covariance P.

Collection @ chosun



K. =P,  H(HP, H'+ VR VD! (3-14)
z, =z, + K, (2, —h(z,,0)) (3-15)
P.=(0—-KH,)P, (3-16)

From Eq. (3-14), P, with size of 6x6 represents an initial error covariance of
camera parameter, which is used to calculate the Kalman gain ,K, with a size
of 6x(2xixj). Also, H, is a Jacobian matrix with a size of (2xixj)x6 as shown
in Eq. (3-17). In addition, the influence component ,V,R.V,', due to the noise of
the measurement model is used as a unit matrix.

_oh_ o

i 5C (3-17)
_ahl,l alll,l 1 alll,l ahl,l ahl 1
o, O O O O Oy
oG o, oc, oC, oC  oC
d2 R AR A At A
&C  eCc, oc, ec, eC  ec
=l al a o alr a?
T
a@l(/ 6/1;’ a@l(/ 6/1;’ ahl J ]
oG aG oG oG O
any ony oy oW Y oY
&G G aG aG oG oG

In Eq. (3-15), z, used for calculation of camera parameters ,z;, IS a matrix

with the size of (2xixj)x1 as shown in Eq. (3-18).
9= [ X4 Xy X v -1

Where, X7/ and Y7 represent the X and Y values of vision data measured

from the camera to the jth cue at ith moving point while the robot is moving.
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This camera parameter estimation model is applied to each camera used for this

study.
(2) Robot joint angle estimation

The four joint angles ,6, ~ 6,, of the robot are estimated based on the

estimated camera parameters ,C; ~ C;.
In order to estimate the joint angles, the function ,h, which is described in the
robot joint angle estimation model of Fig.3-2, is defined with the size of

(2xgxj)x1 as shown in Eq. (3-19).

[h%/] [XQ77]
h(z,0)=1] " |=|_" (3-19)
h;(l]/m/ Y%J

m

where,

X =GP+ G = Gf = G E)0) +2(G,G + G G F0,)

+2(C2Q1 - C1C3)szj(97:) + qu
Y49 =2(CyCy — CLC ) FJ(0,) +(CP— Ci+ Cf = CUF6,) (3-20)
+2(C3C, + C,C,) F0,)+ C¢

(3

In Eq. (3-20), q(1~3) represents the number of cameras, and X%’ and Y2’
represent the X and Y values of the estimated vision system model to the jth
cue of target in the gth camera while the robot is moving. Also, F] ,ij anszj
represent the robot kinematic model value involving unknown robot joint angle
,0.. These values will be estimated as values of target. In addition, z, is

defined as Eq. (3-21).

z, =10, 0, dy 0,]" (3-21)
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The equations of the measurement model shown in the joint angle estimation
model of Fig. 3-2 are composed of the Kalman gain value ,K,, the joint angle

parameter ,z,, of robot, and the joint angle error covariance P;.

K, =P, HHP, H'+V,RV)! (3-22)
x, =, +K,(z,—h(z,,0)) (3-23)
P, =(0—-KH)P, (3-24)

The P, , which needs to calculate the Kalman gain value K, with a size of
4x(2xgxj) in Eq. (3-22), represents an initial joint angle error covariance with a
size of 4x4. H, is a Jacobian matrix with a size of (2xgxj)x4 as shown in Eq.
(3-25). In addition, the influence component ,V.R, Vk,T, due to the noise of the
measurement model is used as unit matrix.

Fooxr o0,

(3-25)

_alli’l ahi’l alll,l alll,l 7]
@ & o &,
alll,l ahl,l alll,l alll,l
0 o7 a0,
8}11,12 %1,22 5&1532 %1?2
0 a0, a0,

> 5:532 i

G o o X,

al:%/ all:q,./‘ al:%/ all:q,./‘
g & o A&,
all%/‘ allq,./‘ all%/‘ allq,./‘
L8 & A &,

From Eq. (3-23), z, is a matrix with the size of (2x¢xj)x1 as shown in Eq.
(3-26).
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2 = [ XMy xRyt xed yed| T (3-26)

where, X%/ and Y/’ represent the X and Y values of the vision data

measured from ¢th camera to the jth cue of target.

3.2.3 prediction model

(1) Camera parameter prediction

All of the influence components due to noise are used as the unit matrix in
the equation of the prediction model. Thus, the camera parameter and its error
covariance are defined as Eq. (3-27) in order to use the initial value of the next

step.

Ty =2, Doy =h (3-27)
where,

(2) Robot joint angle prediction

Like the camera parameter prediction, all of the influence components due to
noise are used as the unit matrix in the prediction model. Thus, the joint angle
parameter and its error covariance are defined as Eq. (3-28). These values are

used as the initial value of the next step.

Ty =, P =P (3-28)
where,

SUZ = [91 92 d3 94]T

Collection @ chosun



Chapter 4. Robot’s vision control scheme for

fixed target estimation

4.1 N-R method

4.1.1 Data processing procedure

The vision data is obtained by dividing the initial stage and robot movement
stage as shown in Fig. 4-1. The initial stage is used to calculate the optimal
weighting factor, and the case without the weighting matrix is not applied. The

robot movement stage is used in the study to estimate the fixed target.

Initial stage Robot movement stage
1 2 m 1* 2:; (ﬂ_ij*‘ n*
Target of initial stagei \ Wﬁlctual target

Fig. 4-1 Data processing procedures in N-R method

4.1.2 Control scheme without the weighting matrix

If the weighting matrix is not applied as in the previous study, the position of
the fixed target is estimated by using the weighting matrix ,W, as a unit
matrix in Eq. (3-2). The flow of the control scheme is shown in Fig. 4-2, and

the explanation for each step is as follows.
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Robot movement stage for robot task

( ii=1to (n—1)* )

Fig. 4-2 Robot’s vision control scheme of N-R method without weighting

matrix

@ step 1

Vision data for each of the four cues is acquired at each moving point by

using the three cameras while moving towards a fixed target along the robot

vision data acquisition |
[ for robot movement stage € Step 1>
|
camera; q = 1~3
—
| C- estimation |
e <step 2>
Error(1.0e-03)
C, et
{—_| target vision data|in*) |
| & - estimation |
} ----------- <step 3>
Error{1.0e-03)
8, ~8,
Comparison " """""""" <5teP 4>

motion trajectory ranging from 1" to (n—1) except target.

@ step 2

Vision data obtained in step 1 and any initial values are applied to the

parameter estimation model to estimate the parameters for each camera.

® step 3

Estimated parameters for each camera and vision data for target are applied to
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the robot joint angle estimation model to estimate the robot joint angle with
respect to the target.

@ step 4

The error value is calculated to compare the estimated joint angle with the

actual joint angle.

4.1.3 Control scheme with weighting matrix

In the initial stage shown in Fig. 4-1, the optimal weighting factor is
calculated by repeating the weighting factor with increment of 0.01, ranging
from O to 0.5. The position value of the fixed target is calculated by applying
the optimal weighting factor to vision data obtained in robot each moving point
ranging from 1 to (n—1) except vision data of target

The flow of the control scheme is shown in Fig. 4-3, and the explanation for

each step is as follows.
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es
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Robot movement stage for robot task
I
( ii=1"to(n—-1)* )
[ vision data acquisition

---------- -<step 5>

for robot movement stage
|
camera; q = 1~3
EE——

C - estimation
(optimal weighting factor)

_qu ------ 1-<step 6>

‘5——“—| targgt vision ddta (n*) |

Error(1.0e-03)

B, ~8,

Fig. 4-3 Robot’s vision control scheme of N-R method with weighting matrix
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@ step 1

In the initial stage of Fig. 4-1, vision data for each of the four cues is
acquired while moving towards a fixed target along the motion trajectory
ranging from 1 to (n—1) except target, by using three cameras at each
moving point.

@ step 2

In order to find the optimal weighting factor at initial stages, the weighting
factor is increased from 0 to 0.5, and it is repeated until the optimal weighting
factor is calculated.

® step 3

In the initial stage, the vision data obtained from each camera is applied to
the parameter estimation model. The parameters for the robot movement stage
are estimated using the weighting factor of step 2.

@ step 4

The estimated camera parameters, the vision data of the target point ,m, of
the initial stage are applied to the joint angle estimation model to estimate the
robot joint angle for initial target.

® step 5

Calculation is continuously performed if the target position value in the initial
stage estimated from the robot joint angle calculated at the most recent step is
lower than the position value calculated at the previous step. However, if it
becomes large, then the calculation is stopped, and the weighting factor used in
the previous step is selected as the optimal weighting factor.

® step 6

The positional value for the target is estimated by applying the optimal
weighting factor calculated in step 5. The procedure is the same as method of
the control scheme without the weighting matrix in section 4.1.2.
@ step 7

The error values are calculated to compare the estimated joint angle with the

actual joint angle.
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4.2 EKF method

4.2.1 Data processing procedure

The EKF method estimates the fixed target using the initial values calculated

in the initial stage of the robot and the vision data of the first point ,1*, of

robot movement stage as shown in Fig. 4-4. The next step estimates the fixed

target using the second point ,2*, and the estimated values of the previous point

as the initial value. The above process is then repeated until the last data point

,(n—1)", before the target.

Initial stage Robot movement stage

AR 2R
1 2 m 1* 2* (n—lj“ n*
P 1

Target of initial stage Actual target

Fig. 4-4 Data processing procedures in EKF method

4.2.2 Control scheme of EKF method

Fig. 4-5 shows the flow of the control scheme of fixed target estimation using

the EKF method.
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NO

¥YES

il | e <step5>

Fig. 4-5 Robot’s vision control scheme of EKEF method

@ step 1

In the initial stage, initial values and error covariance for each camera
parameter and initial values and error covariance for the joint angles are
obtained through the Monte-Carlo procedure shown in Figs. 4-6. A detailed

explanation is provided in Appendix A.

Collection @ chosun



[ nitial € 1up 67 10s ]

Batch{ i : 1~m-1)

<step 1>
camera; q = 1~3
[ C-estimation ]
|
i + Store
Target vision data
of initial stage (m)
[ Robot joint angle estimation ]
| g |4— Store
Batch(j:1 ~ii;ii=m-5 ~m-1)
camera; q = 1~3
< >
[ C-estimation ] Step 2
C-;

1

[‘Q‘C? = (q# £ "-j(ll'._ q e QJ ]

[ v*—v‘+acﬁ ]

Target vision data
of initial stage (m)

[ Robotjoint angle estimation ]

<step 3>
( as_(e—ejfs‘—ﬁ] ]
( _V9+£6‘
'p’,‘
2
£ T {m=-1)-(m-5) <step 4>
e sl 5
fo=tm—n -m-5)
|
[ coeurir | <step 5>
[
[ exFmethos |

Fig. 4-6 Procedures of Monte-Carlo method
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@ step 2

The obtained initial values are substituted into the parameter estimation model
by applying the EKF method. Hence, estimated values for each camera
parameter and error covariance for the first moving point of the robot are
obtained.

@ step 3

The estimated camera parameters and target vision data ,n*, are substituted
into the robot joint angle estimation model to estimate the robot joint angle and
error covariance for the fixed target.

@ step 4

The parameters and error covariance for each camera estimated in step 2 and
the robot joint angle and error covariance for the fixed target estimated in step
3 are used as initial values for the next point of robot movement through the
predictive model.

® step 5

step 2 ~ Step 4 are repeated to estimate the position of the fixed target until

the final robot moving point, (n—l)*, and the error is shown by comparing the

estimated position with the actual position value.
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Chapter b. Experimental equipment and

experimental method

5.1 Experimental equipment composition

The experimental set—up used in this study consists of a PC system, a robot
system, and a vision system as shown in Photo. 5-1 and Fig. 5-1. The PC
system consisted of an Intel Pentium 4 processor, a 2.8 GHz CPU, and 512 MB
RAM. Additionally, the robot system consisted of a Samsung SM7 four-axis
scara robot and a Samsung CSD3 series servo drive robot controller. The vision
system consists of a MATROX black-white meteor2-MC4 with a 640 x 480

resolution, a 256—-image-level vision board, and a Sony XC ES51 CCD camera.

Photo. 5-1 Experimental set—-up
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PC system

- Intel pentium 4

Robot system Vision system
- Samsung 4 axis robot - MATROX vision beard
- Test model - Sony CCD camera

Fig. 5-1 Experimental schematic diagram

5.2 Test model

As shown in Fig.5-2, test model is manufactured to form various objects by
using nine cues without using the whole object shape in order to improve the
processing speed by minimizing the amount of vision data. In this study, the
experiments are performed using four cues (cues 1, 2, 7, and 8) to form a rigid
body.
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Fig. 5-2 Test model used for experiment
5.3 Experimental method

In the study, it is necessary to set the start point and the end point of the
motion trajectory of the Samsung SM7 robot for fixed target estimation through
the experiments of the real time rigid body placement task. Thus, the joint
angles of the end point are obtained by using the joint angle values of target
calculated from the inverse kinematic model of section 2.2. The joint angles of

the starting point and the end point shown in Table 5-1 are -calculated

according to Eq. (5-1).

Table 5-1 Robot’s joint angles of start point and end point for robot's

trajectory
joint angles start point end point
6, (degree) -2.9822 5.5177
6, (degree) 1.0822 3.5822
d; (mm) 105 124
6, (degree) -0.6011 -9.1011
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Trajectory i1s set to forty points in which ten points and thirty points are
allocated to the initial stage and robot movement stage, respectively as shown
in Fig5-3. In Eq. (5-1), 6, ,(k=1~4) denotes each joint angle of the start

point, and 6, .(k=1~4) denotes each joint angle of the end point.

0,.-0,.,) 0,0, )
0,,=0,,+— - Ls?(1—1) 92,¢:92,S+2’4702’(i—1) (5-1)
(d e_d s> (0 6_0 s>
d3,i2d3,s+ > 40 : (/L_]‘> 04,i:04,s+ = 40 - (Z_]->
Initial stage

(10 step)

Robot movement stage
(30 step)

-
) target of
initial stage

30

O <—— actual target

Fig. 5-3 Robot’s trajectory
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Chapter 6. Results of vision system model’s

suitability

6.1 Optimal weighting factor in N-R method

With respect to the N-R method, an initial stage with ten moving points of
the robot is set to perform fixed target estimation for a real-time rigid
placement task using the presented weighting matrix model in section 3.1.3. The
optimal weighting factor ,o, is calculated for camera parameter estimation with high
precision by applying the obtained vision data in the initial stage to the control method
(stepl ~ stepd) of section 4.1.3. As shown in Fig. 6-1 and listed in Table 6-1, the error
value between the estimated position value the actual position value according to the
increase of the weighting factor is greatest when the weighting factor is 0. Then error
values decreases until the weighting factor is 0.17, and increases after weighting factor
of 0.17. Thus, 0.17 is selected as an optimal weighting factor, and applied to Egs. (3-9)
and (3-10) for a new weighting matrix , W. This weighting matrix is used to estimate

the target value in the robot movement stage in section 6.2.2.

074 |
0.63
L
g
B
¥ 0.52
041
e
0.3
1 [ [ [
O o o8 o3F o3 03 2% g2 o o2° of bt op®
weighting factor

Fig. 6-1 Optimal weighting factor of N-R method in initial stage
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Table 6-1 Errors according to variation of weighting factors (o) of N-R

method in initial stage

Qo error o error o error o error o error
001 06212 011 |03479] 021 | 03408 | 031 ]0.3537 | 041 | 0.3646
0.02 05387 012 03453 ] 022 | 03421 | 032 | 0.3550 | 042 | 0.3654
0.03 04844 013 |03426] 023 | 03428 | 033 ]0.3560 | 043 | 0.3660
0.04 104464 014 |03407] 024 103435| 034 | 03573] 044 | 0.3671
0.00 0418 015 |03392] 025 | 03456 | 035 03588 | 045 | 0.3680
0.06 03980 016 |03388] 026 | 03469 | 036 |0.3600| 046 | 0.3687
0.07 103825 017 103386] 027 | 03480 | 037 ]0.3606 | 047 | 0.3693
008 103706 018 |03387] 028 03492 038 ]0.3621 | 048 | 0.3699
0.09 103615 019 ]03392] 029 | 03513 039 103626 | 049 | 0.3706
01 ]0353% | 02 103397 03 |03521] 04 |03636] 05 | 03703

6.2 Vision system model’s suitability of

N-R method

In order to estimate the fixed target value using the N-R method, first of all,

the suitability of vision system model must be verified by comparing the vision

system model values using the estimated camera parameters with the actual

vision data acquired in each camera while the robot moves toward the fixed

target. The r.m.s.

error between the actual vision data and the estimated

value of the vision system model at the ith moving point in each camera is

defined as shown in Eq. (6-1). Also, average error, eav, is defined as Eq. (6-2).
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where, e;’j and eZ/ J represent the x and y error values of jth cue at ith

moving point, respectively, and j* represents the number of cue.
6.2.1 Without the weighting matrix

The vision system model value is calculated according to the control scheme
of section 4.1.2 using the weighting matrix ,W, as the unit matrix when the
weighting matrix is not applied. Especially, in order to compare the suitability
of vision system model with the case of using the weighting matrix, the range
of data used for the camera parameter estimation is classified into two groups;
one is all data, and the order is ten data near target while the robot moves

toward target.

(1) All data of robot movement stage

Table 6-2 shows the parameters for each camera without the weighting matrix

by using all data of robot movement.

Table 6-2 The estimated six parameters using N-R method without weighting

matrix

Camera 1 Camera 2 Camera 3
Cl 0.6543 0.5699 0.4831
C2 0.1984 0.1274 0.0963
C3 0.8288 0.8397 0.8862
C4 1.0262 1.0815 1.1313
Ch 112.97778 1278.7608 1509.1439
C6 704.978 704.1501 593.5224

The results of comparing the

applying the parameters shown in Table 6-2 to Eq. (2-20) and the actual vision
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data obtained by the camera are shown in Fig. 6-2. Fig. 6-3 shows the
calculated r.m.s. error values at each point of the robot movement by using Eq.
(6-1). Also, the table 6-3 shows that the calculated average error values by
using Eq. (6-2) in each camera correspond to 1.8844 pixel in camera 1, 1.7189

pixel in camera 2, and 15807 pixel in camera 3. Thus, it can be seen that it is

suitability.
—s—actual —B—estimated ® target
400
.
8
¥
= .
300
Recent data
200
100 200 300 400
X-axis

(a) camera 1
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(c) camera 3

Fig. 6-2 Comparison of the actual vision data and estimated vision system

model in N-R method without weighting matrix
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Fig. 6-3 The r.m.s. errors between actual vision data and estimated vision

system model in N-R method without weighting matrix

Table 6-3 Average errors of each camera between actual vision data and
estimated vision system model in N-R method without weighting

matrix (unit: pixel)

Camera 1 Camera 2 Camera 3

Average 1.8844 1.7189 1.5807

Crror

(2) Recent data of robot movement stage

The calculated r.m.s. error for each point by using Eq. (6-1) with ten data
near the target in Fig. 6-2 are shown in Fig. 6-4. Also, the table 6-3 shows
that the calculated average error values by using Eq. (6-3) in each camera

correspond to 19646 pixel in camera 1, 1.7424 pixel in camera 2, and 1.6112

pixel in camera 3.
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Fig. 6-4 The rm.s. errors between actual vision data and estimated vision
system model using the recent ten data in N-R method without

weighting matrix

Table 6-4 Average errors of each camera between actual vision data and
estimated vision system model using the recent ten data in N-R

method without weighting matrix (unit: pixel)

Camera 1 Camera 2 Camera 3

Average

1.9646 1.7424 1.6112

error

From Table 6-3 and Table 6-4, the results of both cases are approximately
similar. Thus, It can be seen that the vision system model is suitable in both

cases.
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6.2.2 With the weighting matrix

The optimal weighting factor of 0.17 calculated in section 6.2 is used in the
control scheme of section 4.1.3, in order to estimate parameters for the three

cameras in the robot movement stage.
(1) All data of robot movement stage

Table 6-5 lists the parameters for each camera applying the weighting matrix

by using the all data of the robot movement stage.

Table 6-5 The estimated six parameters using N-R method with weighting

matrix

Camera 1 Camera 2 Camera 3
Cl 0.6454 0.5644 0.4779
C2 0.1840 0.1184 0.0914
C3 0.8576 0.8633 0.9081
C4 1.0512 1.0990 1.1446
Ch 1196.2575 1340.8391 1562.2875
C6 710.5358 704.4669 585.8569

Fig. 6-5 shows the results of comparing the estimated vision system model
values by applying the parameters listed in Table 6-5 to Eq. (2-20) and the
actual vision data acquired by the camera. Fig. 6-6 shows the calculated r.m.s.
error values at each point of the robot movement stage by applying Eq. (6-1).
Additionally, as listed in Table 6-6, the calculated average error values in each
camera by applying Eq. (6-2) correspond to 1.9302 pixel in camera 1, 2.1966
pixel in camera 2, and 2.0389 pixel in camera 3. Thus, this exceeds the values

without the weighting matrix as listed in Table 6-3.
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Fig. 6-5 Comparison of the actual vision data and estimated vision system
model in N-R method with weighting matrix
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Fig. 6-6 The r.m.s. errors between actual vision data and estimated vision

system model in N-R method with weighting matrix
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Table 6-6 Average errors of each camera between actual vision data and
estimated vision system model in N-R method with weighting

matrix (unit: pixel)

Camera 1 Camera 2 Camera 3

Average
error

1.9302 2.1966 2.0389

(2) Recent data of robot movement stage

Fig. 6-7 shows the calculated r.m.s error for each point by applying Eq. (6-1)
with ten data points near the target in Fig. 6-5. Table 6-7 lists that the
average error values calculated by Eq. (6-3) in each camera correspond to
15492 pixel in camera 1, 1.5749 pixel in camera 2, and 1.3322 pixel in camera 3.
Thus, using the recent ten data points leads to lower calculated average error

values when compared to those without the weighting matrix as listed in

Table 6-4.
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Fig. 6-7 The r.m.s. errors between actual vision data and estimated vision
system model using the recent ten data in N-R method with

weighting matrix
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Table 6-7 Average errors of each camera between actual vision data and
estimated vision system model using the recent ten data in N-R

method with weighting matrix (unit: pixel)

Camera 1 Camera 2 Camera 3

Average

1.5492 1.5749 1.3322

error

6.3 Vision system model’s suitability of

EKF method

The initial value setting is very important when using the EKF method. Thus,
it is necessary to set the initial stage to determine the initial values and the
error covariance for the camera parameters and the robot joint angle. The initial
values and error covariance values in calculated the initial stage are used to
show suitability of the vision system model for the fixed target estimation
using the EKF method shown in section 4.2. Vision system model values using
estimated camera parameters are compared with actual vision data at each point
acquired by each camera during robot movement. Table 6-8 lists the estimated

parameters for the three cameras at each point of robot movement.
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Table 6-8 The estimated six parameters using the EKF method
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Step C Camera 1 Camera 2 Camera 3
Cl 0.6207 0.5310 0.4586
C2 0.1756 0.1017 0.0749
) C3 0.8584 0.8612 0.9110
C4 1.0122 1.0263 1.0945
Ch 1167.3884 1264.5945 1509.0844
C6 668.0372 649.3765 562.9632
Cl 0.6108 0.5609 0.4675
C2 0.2241 0.1392 0.0959
C3 0.9199 0.8630 0.9036
10 C4 0.939% 1.0403 1.1042
Ch 1141.8281 1252.5626 1500.3658
C6 509.8448 642.7029 553.5700
Cl 0.6136 0.5694 0.4772
C2 0.2504 0.1512 0.1094
20 C3 0.9340 0.8657 0.9071
C4 0.9302 1.0483 1.1111
Ch 1133.2365 1255.9944 1503.6337
C6 455.5545 637.5692 547.6237
Cl 0.6216 0.5792 0.4880
C2 0.2712 0.1680 0.1235
C3 0.9517 0.8708 0.9139
30 C4 0.9153 1.0526 1.1155
Ch 1124.6804 1250.8598 1506.1143
C6 405.4451 625.5113 538.3092
- 57 —




Fig. 6-8 shows the results of comparing the calculated vision system model
values by applying the parameters listed in Table 6-8 to Eq. (2-20) with the
obtained actual vision data by the three cameras. Fig. 6-9 shows the calculated
rm.s. error values at each point of the robot movement stage by applying Eq.
(6-1). Furthermore, Table 6-9 lists that the calculated average error values in
each camera by applying Eq. (6-2) correspond to 0.9313 pixel in camera 1,
11782 pixel in camera 2, and 1.0440 pixe/ in camera 3. This corresponds to

lowest error among the three methods investigated in the study.
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Fig. 6-8 Comparison of the actual vision data and estimated vision system
model in EKF method
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Fig. 6-9 The rm.s. errors between actual vision data and estimated vision

system model in EKF method

Table 6-9 Average errors of each camera between actual vision data and

estimated vision system model in EKF method (unit: pixel)

Camera 1 Camera 2 Camera 3

Average

0.9313 1.1782 1.0440

error
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6.4 Comparison of vision system model’s suitability

Fig. 6-10 and Table 6-10, respectively, show and list the average error of the
calculated vision system model values by the three control schemes and the
actual vision data by the camera, based on all vision data of the robot
movement stage in each camera. The lowest error value in all the cameras is
observed in the EKF method. When the N-R method without the weighting
matrix and the N-R method with the weighting matrix are compared, a lower
error value is obtained in the case of the N-R method without the weighting

matrix.

Table 6-10 Average errors of vision system model in N-R method without
weighting matrix, N-R method with weighting matrix, and EKF

method using total vision data (unit: pixel)

Camera 1 Camera 2 Camera 3
N-R(no weighting) 1.8844 1.7189 1.5807
N-R(weighting) 1.9302 2.1966 2.0389
EKF 0.9313 1.1782 1.0440
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Fig. 6-10 Average errors of vision system model in N-R method without

weighting matrix, N-

method using total vision data

However, based on the recent ten data close to target, the calculated error

values are shown in Table 6-11

1.9646 pixel in camera 1, 1.7424 pixel in camera 2, and 16112 pixel in camera 3
are calculated when the weight matrix is not applied. In contrast, error values
corresponding to 1.5492 pixel in camera 1, 1.5749 pixel in camera 2 and 1.3322
pixel in camera 3 are calculated when the weight matrix is applied. Thus, the
results indicates that better error values are obtained when the weighting
matrix is not applied. In conclusion, with respect to determining the suitability

of the vision system model, the results indicates that both cases had the

and Fig. 6-11. Error values corresponding to

suitable accuracy for the fixed target estimation.

It may be noted that the error value for the EKF method is calculated to

compare the error values of the N-R method without the weighting matrix and

the N-R method with the weighting matrix.
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Table 6-11 Average errors of vision system model in N-R method without
weighting matrix, N-R method with weighting matrix, and EKF
method using the recent ten data (unit: pixel)

Camera 1 Camera 2 Camera 3
N-R(no weighting) 1.9646 1.7424 1.6112
N-R(weighting) 1.5492 1.5749 1.3322
EKF” 0.7929 1.0158 0.9378
GL_
19 - "-HH_M —=—camera 1l
e 'HH_‘_M —B—camera 2
=1 Eﬂ“‘“--:“;::: —i— camera 3
3 h"“ﬁ_\
= b
= T \\\\\
ol B3 Hi = e
2 e S
1 i \\ e
‘\ Fat
"o
0.7 : : :
M-R (no weighting) M-R (weighting) EKF

Fig. 6-11 Average errors of vision system model in N-R method without
weighting matrix, N-R method with weighting matrix, and EKF
method using the recent ten data
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Chapter 7. Results of fixed target estimation

In this study, four methods including robot kinematic analysis, N-R method
without weighting matrix, N-R method with weighting matrix, and EKF
method are used to estimate the position value for the fixed target. The robot
kinematic analysis calculated the robot joint angle and position value using the
actual value of the target when the spatial coordinate system for the target is
known. The other three methods estimate the robot joint angle and position
value by only using vision data when the spatial coordinate system for the
target i1s unknown.

The robot joint angles and position values calculated using the robot kinematic
analysis are compared with the estimated joint angles and position values using
the N-R method without the weighting matrix, the N-R method using the
weighting matrix, and the EKF method. The error value obtained by comparing
the estimated target position value with the actual target position value is

21 45 shown in Eq. (7-1). In this equation, the estimated

defined by using r.m.s.
position values for the target are calculated by applying the joint angles

calculated by the joint angle estimation model to the robot kinematics model of

Eq. 2-7).
i , ,
Yo {ed P+ (el 2+ (el 2}
Jj=1
67, m.s = * (7_1)
o 34
where, eg,ez and 6'27 represent an error of X value, y value, and z value for

each cue (j=1~4), and j*represents the number of cues.
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7.1 Robot kinematics analysis

With repect to the rigid body placement task, the position of the target is set cue 1 to
F, =660 mm, F, =60 mm and F, =160 mm, cue 2 to F, =660 mm, F, =60 mm

T

and F, =130 mm, cue 3 to F, =630 mm, F, =96 mm and F, =160 mm, and cue 4

to F, =630 mm, F,=96 mm and F, =130 mm. The estimated results of the robot

joint angles using the inverse kinematic model in section 2.2 correspond to as

0, =5.5177" 0, =3.5822° dy =124 mm and 0, = —9.1011° as listed in Table 7-1.

Table 7-1 Actual robot’s joint angles to target position in robot's kinematic

analysis

6 (") O, (") ds (mm) O, (")
Actual 5.0177 3.5822 124 -9.1011

Table 7-2 lists the actual position values and estimated position values by
applying the joint angles in Table 7-1 to Eq. (2-6). The r.m.s. error value
calculated by using Eq. (7-1) corresponds to 0.0008 mm, which almost are
similar to the actual value. This indicates that the robot kinematic model is
suitable. Fig.7-1 graphically shows the difference between the actual position
value and the estimated position value for F,,F, and F, in each cue.

In the robot kinematic analysis, the results of the estimated robot joint angles are used
as reference values. Hence, these joint angles are set as the actual joint angles to
evaluate the robot joint angles of the target estimated by using the N-R method and the
EKF method based on only the vision data obtained through the camera without

information on the spatial position of the target.
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Table 7-2 Comparison of the actual and estimated target's position values in

robot’s kinematic analysis

X-y-2Z . EI’I‘OI‘ r.m.s.
cue No. Actual | Estimated error
value (mm)
(mm)
F, 660 659.999 0.001
1 F, 60 60.001 -0.001
F, 160 160 0
F, 660 659.999 0.001
2 F, 60 60.001 -0.001
F, 130 130 0
F, 630 630.001 0.001 0.0008
3 F, 96 96.001 0.001
F, 160 160 0
F, 630 630.001 0.001
4 F, 96 96.001 0.001
F, 130 130 0

——actual —<—estimated
B0 -
650 -
E
£
K 640 <
630 -
620 :
1 cue # A 4
(a) F,
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Fy (mm)

65 -
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(b) F,

165 - ——actual —<=—estimated

150 +

Fz {mm)

135 4

120 T

-
(=]
La

=Y

Fig. 7-1 Comparison of the actual and estimated values based on the robot's
kinematic analysis
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7.2 Fixed target estimation using N-R method

7.2.1 Without weighting matrix

When the weighting matrix is not applied, the errors between the actual joint
angles and the joint angles estimated by the robot joint angle estimation model
are calculated as 0.714° in 6;, -1.899° in 6,, -1.139 mm in ds;, and -1.184° in

04 as shown i Table 7-3.

Table 7-3 Comparison of actual and estimated robot’s joint angles to target in

N-R method without weighting matrix

6 (") O, (") ds (mm) O, (")
Actual 5.017 3.582 124 -9.101
Estimated 4.803 5.481 125.139 -7.917
error 0.714 -1.899 -1.139 -1.134

Table 7-4 shows the actual position values and the position values obtained by
applying the joint angles in Table 7-3 to Eq. (2-6). The calculated r.m.s. error
value by using Eq. (7-1) corresponds to 0.8995 mm. The processing time is
measured to be less than 1 ms, which is measured in the program used in this
study. Fig.7-1 graphically shows the difference between the actual position

value and the estimated position value for F,,F, and F, in each cue.
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N-R method without weighting matrix

Table 7-4 Comparison of the actual and estimated target's position values in

X-y-2Z . Error I.11L.S. error Time
cue No. Actual Estimated
value (mm) (mm) (ms)
F, 660 660.31 -0.310
1 F, 60 60.759 -0.759
F, 160 158.861 1.138
F, 660 660.31 -0.310
2 F, 60 60.759 -0.759
F, 130 128.861 1.138
F, 630 628848 | 1152 08995 i}
3 F, 96 95.489 0.511
F, 160 158.861 1.138
F, 630 623.848 1.152
4 F, 96 95.489 0.511
F, 130 128.861 1.138
—H—actual —<— estimated
660 - i #
650 -
E
£
F 640 -
630 - £]
620 T : : :
1 2 don 3 4
(a) F,
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——actual —%—estimated
O =
E 80 -
£
iy
65
i gk
50 : : : T ,
1 cue # 3 4
(b) F,
165 - —B—actual —<—estimated
Pt o' i
£
£
&
135 1
120 T T T T
1 ‘ cue # 3 =
(c) F,

Fig. 7-2 Comparison of the actual and estimated target’s position values in

N-R method without weighting matrix
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7.2.2 With weighting matrix

When the weighting matrix is applied, the errors between the actual joint
angles and the joint angles estimated by the robot joint angle estimation model
are calculated as 0468° in 6,, -1.172° in 0,, -1.510 mm in d;, and -0.13° in
0, as listed in Table 7-5. Thus, errors of the calculated joint angles are better

than those of case when the weighting matrix is not applied as listed in Table
7-3.

Table 7-5 Comparison of actual and estimated robot’s joint angles to target in

N-R method with weighting matrix

6 (") 6, (") ds (mm) O, (")
Actual 5.517 3.582 124 -9.101
Estimated 5.049 4754 124.510 -8971
error 0.468 -1.172 -0.510 -0.13

Table 7-6 lists the actual position values and the position values obtained by
applying the joint angles in Table 7-5 to Eq. (2-6). The r.m.s. error value
calculated by using Eq. (7-1) corresponds to 0.3965 mm. Thus, a better value is
obtained when the weight matrix is applied. The processing time corresponds to
32 ms. Fig.7-3 graphically shows the difference between the actual position

value and the estimated position value for F,,F, and F, in each cue.
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Table 7-6 Comparison of the actual and estimated target’s position values in

N-R method with weighting matrix

Collection @ chosun

X-y-2Z . Error I.M.S. error time
cue No. Actual | Estimated
value (mm) (mm) (ms)
F, 660 660.058 -0.058
1 F, 60 59.984 0.015
F, 160 159.490 0.509
F, 660 660.058 -0.058
2 F, 60 59.984 0.015
F, 130 129.490 0.509
F, 630 629.539 0.461 03965 32
3 F, 96 95.545 0.455
F, 160 159.490 0.509
F, 630 629.539 0.461
4 F, 96 95.545 0.455
F, 130 129.490 0.509
—H— actual —+— estimated
660 -
650 -
E
E
z 640 -
630 -
620 : : -
1 cue # 3 %
(a) F,




——actual —%—estimated
a5 1
E &0 -
E
iy
B5
50 : T : : ,
1 2 i 3 4
(b) F,
165 - —B—actual —<—estimated
~150
£
£
&
135 4
120 : T T : ,
L cue # 5 4
(c) F,

Fig. 7-3 Comparison of the actual and estimated target’s position values in

N-R method with weighting matrix
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7.3 Fixed target estimation using EKF method

The calculated errors between the actual joint angles and the joint angles
estimated by the robot joint angle estimation model correspond to as 0.283° in
6,, -0.716° in 6,, -0.331 mm in d3, and 0.381° in 6, as listed in Table 7-7.
Specifically, 6, ~ d; indicate a lower error values when compared with the two
cases of the N-R method as listed in Table 7-3 and Table 7-5. Only the 0,
exhibits a higher error value than the value in the N-R method with the
weighting matrix. Thus, the results indicate that the EKF method is the most

efficient method among the presented three control schemes.

Table 7-7 Comparison of actual and estimated robot’s joint angles to target in

EKF method
o1 () O (7) ds (mm) O, ()
Actual 5517 3.582 124 -9.101
Estimated 5.229 4.298 124.331 -9.482
error 0.283 -0.716 -0.331 0.381

Table 7-8 lists the actual position values and the position values obtained by
applying the joint angles in Table 7-7 to Eq. (2-6). The r.m.s. error value
calculated by using Eq. (7-1) corresponds to 0.2241 mm. This corresponds to the
best value among the presented three methods. The processing time is 281 ms.
Fig. 7-4 graphically depicts the difference between the actual position value and

the estimated position value for F,,F, and F, in each cue.
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Table 7-8 Comparison of the actual and estimated target’s position values in

EKE method
X-y-z . Error T.M.S. error time
Cue No. Actual | Estimated
value (mm) (mm) (ms)
F, 660 659.902 0.098
1 F, 60 59.844 0.156
F, 160 159.669 0.331
F, 660 659.902 0.098
2 F, 60 59.844 0.156
F, 130 129.669 0.331
F, 630 629.873 0.127 0.2245 281
3 F, 96 95.820 0.18
F, 160 159.669 0.331
F, 630 629.873 0.127
4 F, 96 95.820 0.18
F, 130 129.669 0.331
—B—actual ——estimated
ae0 -
650
E
£
Z 640 -
630 -
620 T :
1 2 PERTE 3 4
(a) F,
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120 : : : ,
1 2 cue # 3 4
(c) F,

Fig. 7-4 Comparison of the actual and estimated target’s position values in
EKE method
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7.4 Comparison of fixed target estimation

Table 7-9 shows the results of the N-R method without the weighting matrix,
N-R method with the weighting matrix, and EKF method in order to compare
with the robot joint angle for the target calculated by the robot kinematic
analysis in chapter 2.

In almost all cases, the values calculated by the EKF method are closest to
the actual values. Especially, in N-R method, the values calculated with the
weighting matrix are closer to the actual values than values calculated without

the weighting matrix.

Table 7-9 The estimated robot’'s joint angle in kinematic analysis and three

vision control scheme

Method 91( ‘ ) 92( ‘ ) dg(””””) 94( ‘ )
= .
nematics 5517 3,582 124 ~9.101
analysis
N-R
4.803 5481 125.139 -7.917
(no weighting)
N-R
5.049 4.754 124.510 -8.971
(weighting)
EKF 5.229 4.298 124.331 -9.482

The calculated joint angles by each control scheme are applied to the
kinematic model, and the calculated position values of the fixed target are
compared with the actual target position as shown in Table 7-10. In a manner
similar to the results obtained in the cases of the joint angle, the position
values of the fixed target calculated by the EKF method are closest to the
actual values in almost all cases. Furthermore, the values calculated by the N-R
method with the weighting matrix are closer to the actual values than those of

the N-R method without the weighting matrix.
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Table 7-10 Comparison of target’'s position value in kinematic analysis and

three vision control scheme (mm)

Cue xyz Actual Kmemat.lcs N__R_ N_R EKF
value analysis (no weighting) (weighting)
F, 660 659.999 660.31 660.058 659.902
1 F, 60 60.001 60.759 59.984 59.344
F, 160 160 153.861 159.490 159.669
F, 660 659.999 660.31 660.058 659.902
2 F, 60 60.001 60.759 59.984 59.344
F, 130 130 123.861 129.490 129.669
F, 630 630.001 628.848 629.539 629.873
3 F, 96 96.001 95.489 95.545 95.820
F, 160 160 153.861 159.490 159.669
F, 630 630.001 628.848 629.539 629.873
4 F, 96 96.001 95.489 95.545 95.820
F, 130 130 123.861 129.490 129.669

Fig.7-5 and Table 7-11, respectively,

show and list the r.m.s. error value

calculated by applying the estimated position value of the fixed target in Table

7-10 to Eq. (7-1). Kinematic analysis method with an r.m.s. error of 0.0008 mm

1s used as reference method to evaluate the effectiveness of three proposed

control schemes. This indicates that among three presented control schemes, the

best results are obtained in the case of the EKF method and corresponds to

0.2241 mm. Additionally, the rm.s. error of 0.3695 mm obtained in the case of

the N-R method with the weighting matrix, exceeds 0.8995 mm in the case of

the N-R method without the weighting matrix. Finally, the results indicate that

among three proposed control schemes, the EKF method exhibits the best

accuracy with respect to fixed target estimation for rigid body placement.
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Table 7-11 The r.m.s. errors in kinematic analysis and three vision control

scheme (mm)

Kinematics N-R N-R EKF
analysis (no weighting) (weighting)
r.m.s.
0.0008 0.8995 0.3965 0.2245
error
0.8
-E- 0.6
E
8 04 -
g
w
E 0.2
G -
-0.2 T T : :
Kinematics MN-R N-R EKF
analysis (no weighting) [weighting)

Fig. 7-5 Comparison of the rm.s. errors in kinematic analysis and three

vision control scheme
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Chapter 8. Summary and conclusions

This study is concerned with estimating a fixed target position in cases where the
spatial position is unknown for a rigid body placement task, while moving a robot
towards the target. Hence, three real-time robot vision control schemes are proposed to
efficiently process the obtained vision data, and they include the N-R method without the
welghting matrix and the N-R method with the weighting matrix, and the EKF method.
Additionally, the calculated result from the robot kinematics analysis is set as a standard
in the cases, when the spatial position of the target is known. The three
proposed real time control schemes are applied to a fixed target estimation
experiments in which the position value of the spatial target for the rigid body
placement task is unknown. The results of robot kinematic analysis are used to
compare the estimated values of the fixed target position as the reference
values, and the effectiveness of the three proposed control schemes are

compared. The results are summarized as follows.
8.1 Summary of results

(1) Development of the weighting matrix model

@ In the N-R method, a weighted matrix model is proposed to place weights on
the most recent acquired data near the target while the robot moved towards the
target.

@ The proposed weighting matrix model is used to estimate camera parameters
with improved accuracy.

@ Based on the proposed weighting matrix model, 0.17 is calculated as the optimal
weighting factor to create a new weighting matrix ,W, and used to estimate the

target value in the robot movement stage.

(2) Suitability of the vision system model

The results using three vision control schemes are as follows.
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- In the N-R method without the weighting matrix, the average error
value for each camera is calculated as 1.8844 pixel in camera 1, 1.7189
pixel in camera 2, and 1.5807 pixel in camera 3. This corresponded to an
average value of 1.728 pixel.

- In the N-R method with the weighting matrix for all data, the average
error value for each camera is calculated as 1.9302 pixel in camera 1,
2.1966 pixel in camera 2, and 2.0389 pixel/ in camera 3. This corresponded
to an average value of 2.0552 pixel. In contrast, in the N-R method with
the weighting matrix for recent ten data points, the average error value
for each camera is calculated as 1.5492 pixel in camera 1, 15749 pixel in
camera 2, and 1.3322 pixel in camera 3. This corresponded to an average
value of 1.4854 pixel.

- In the EKF method, the average error value for each camera is
calculated as 09313 pixel in camera 1, 11782 pixel in camera 2, and
1.0440 pixel in camera 3. This corresponded to an average value of
1.0512 pixel.

The results of the suitability of the fore-mentioned vision system model are

summarized as follows.

@ The suitability of the vision system model in the three control schemes
is compared. The results indicated that the lowest error value is
calculated in the EKF method.

@ The suitability of the vision system model in the cases of the N-R
method 1s compared, and the error value is calculated when the
acquired all data used. The results indicate that a lower error value
is calculated when the N-R method without weighting matrix is
used. In contrast, when the recent ten data near the target is used, a
lower error value is calculated using the N-R method with the
weighting matrix than that in the case of the N-R method without the

welghting matrix.

(3) Fixed target estimation

Collection @ chosun



Comparing using the actual position value with the estimated position value,

the r.m.s. error values are calculated as follows.

In the robot kinematic analysis, the r.m.s. error value is calculated as
0.0008 mm.

In the N-R method without the weighting matrix, the r.m.s. error value
i1s calculated as 0.8995 mm. Additionally, the processing time is measured
as less than 1 ms, which could be measured through the program used
in this study.

In the N-R method with the weighting matrix, the r.m.s. error value is
calculated as 0.3965 mm. The processing time is measured as 32 ms.

In the EKF method, the rm.s. error value is calculated as 0.2245 mm.

The processing time is measured as 281 ms.

The fixed target estimation results shown above are summarized as follows.

oy

©

The calculated error values from the robot kinematics analysis are
almost equal to the actual values, and thus, indicate the suitability of
the robot kinematic model. Hence, these are set as the reference values
in order to evaluate the three proposed vision control schemes.

The estimated robot joint angles for the target through robot
kinematics analysis is acquired by using a known spatial position of
the target. Thus, the calculated joint angles through the robot
kinematics analysis are considered as the actual joint angles. These
results are used to compare the estimated robot joint angles to the
target through the three proposed control schemes with the vision data
obtained only through the camera without the information on the spatial
position of the target.

The rm.s. error between the actual position and the estimated
position value calculated in the EKF method exhibit the best
accuracy among the three proposed control schemes. Furthermore, the
comparison of the two cases of the N-R method indicates that the
N-R method with the weighting matrix had a better accuracy than the
N-R method without the weighting matrix
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8.2 Conclusions

The conclusions regarding the suitability of the robot vision system model and

fixed target estimation using the three proposed real time robot vision control

schemes for fixed target estimation for rigid body placement task include the
followings.

(1) The results with respect to the suitability of the vision system model indicate that
the model exhibited good accuracy for fixed target estimation in the rigid body
placement task in the three proposed robot control schemes.

(20 The estimated target position values by using the robot kinematic
analysis, which is used as the reference values to evaluate the
effectiveness of the three proposed control schemes, are almost equal to
the actual target values. Thus, this shows the wvalidity of the robot
kinematic model.

(3) With respect to only accuracy, the results suggest that the EKF method is
the most effective among the three proposed robot vision control schemes.
Additionally, the N-R method with the weighting matrix involving the optimal
weighting factor exhibits better accuracy than the N-R method without the
welghting matrix. This indicates the validity of the weighting matrix model.

(4)  With respect to both precision and the processing times, the N-R method

with the weighting matrix is more efficient than the EKF method.

This study presents the robot vision control schemes to estimate a fixed target for
rigid body placement task. Future studies will investigate a robot vision control

scheme to estimate a moving target.
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APPENDIX

A. Monte—Carlo method

The detailed explanation for obtaining the initial values of the EKF control

scheme using the Monte-Carlo method shown in Fig. A-1 is as follows.

[ itial €7 g, 67 0es |
|

Batch(i:1~m-1)

<step 1>
camera; q =1~3
[ C-estimation ]
]

— sore
Target vision data
of initial stage (m)
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| (-} I«— Store
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(
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C%. O, B Py
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Fig. A-1 Procedures of Monte-Carlo method
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@ step 1
In the initial stage with m(=10) vision data, the parameters C; (k=1~6)
for each camera are estimated using (m—1) vision data through a batch
scheme. And, the robot joint angles 0, (k=1~4) are estimated using C)!
and the mth target vision data. The estimated C) and 6, are stored, and
used to calculate the error covariance of the parameters for each camera and
the robot joint angle.

@ step 2
The parameters Cj' (j=1~6) for each camera are estimated using (m—1)
vision data. Then, calculate V. by applying the stored C; and Cj in step 1
to @ of Fig. A-1.

® step 3
For (m—5) vision data, the robot joint angles 6; (j=1~4) are estimated
using estimated parameters C; for each camera in step 2 and the mth
target vision data. Calculate V, by applying the stored 6; and 6, in step 1
to @ of Fig. A-1. Then, step 2 and step 3 are repeated while increasing the
number of vision data to (m—1).

@ step 4
Calculate the error covariance of the parameter for each camera P! and the
error covariance of the robot joint angle P, by applying the estimated V.
and V, in step 2 and step 3 to © of Fig. A-1.

® step 5
The calculated C)! for each camera parameter and 6, for robot joint angle
in step 1 as well as the calculated error covariance P for each camera
parameter and the error covariance P, for robot joint angle in step 4 are

used as the initial values of the EKF control scheme.
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