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ABSTRACT

A Study on Minimizing Association Delay in 

Machine-to-Machine Communications

Pranesh Sthapit

Advisor: Prof. Jae-Young Pyun

Department of Information Communication Engineering

Graduate School of Chosun University

 

Machine to machine (M2M) is a technology that enables networked devices to 

exchange information and perform actions without the manual assistance of 

human. A M2M communication system is also known as a wireless sensor 

network (WSN). Depending on the application domain and the deployment 

environment, one or more communication solutions may be employed, including 

wireless personal area networks (WPANs) such as ZigBee, wireless local area 

networks (WLANs) like Wi-Fi, cellular networks like GSM, and even satellite links. 

In an infrastructure based wireless network such as WPAN and WLAN, devices 

communicate with each other through an access point (AP). AP or the 

coordinator bridges traffic between stations on the network. However, before a 

station or a node can send traffic through an AP, it must be associated with the 

AP. Therefore, association is a very important phase in any AP-based network. 

Since only after association data communication is possible, association should 

be as fast as possible.

In this dissertation, we present simple yet effective solutions for the fast 

association of stations with the AP in WPAN and WLAN. The first half of the 
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dissertation is dedicated for WPAN. A novel fast association scheme for 

beacon-enabled IEEE 802.15.4 network is presented. Our proposed technique 

prevents nodes from scanning multiple channels. The single channel scanning 

scheme is able to decrease the association time of IEEE 802.15.4 operating in 

2.4 GHz by 32 times. Furthermore, the proactive algorithm to anticipate the 

future link breakage and a method to increase the node connectivity time with its 

coordinator are presented for further enhancing the proposed scheme. Based on 

the theoretical and the simulation based analysis, we show the benefit of the 

proposed mechanism in terms of most relevant performance metrics.

The second half of the dissertation is dedicated for WLAN. IEEE 802.11ah is 

another wireless network where fast association is very important. One of the 

most important challenges in 802.11ah is how to support the large number of 

nodes (more than 8000) efficiently. The problem become worst when network 

resets and all stations try for authentication/association simultaneously. Since 

thousands of stations are simultaneously contending for association, it is obvious 

that it takes significant amount of time to associate all stations. In this 

dissertation, the authentication/association of IEEE 802.11ah is analyzed and two 

novel fast association methods are presented. IEEE 802.11ah employs 

authentication control mechanism which allows only a small group of stations for 

association in a beacon interval (BI). However, how to group stations and how 

to estimate the group size is undefined. In the proposed first method, we 

estimate an optimum group size for a BI and proposed an enhanced 

authentication control mechanism, which fully utilizes the BI giving the minimum 

association time. The results show that the proposed authentication control 

mechanism is able to minimize association delay significantly. 

During network initialization, two types of stations co-exists: stations which are 

trying for association and those who have already got associated, but waiting for 

data transmission. Another open issue in IEEE 802.11ah is how to avoid collision 

of association requests and data traffic from already associated station. One 
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very simple solution would be to bring the total association time of the whole 

network to less than 1 minute. We try to achieve same in our second method. In 

the proposed second method, the stations are divided into several groups, each 

having a group head. A group head is responsible for collecting all the 

association requests and sending an aggregated single block request to the AP. 

The proposed method is able to achieve simultaneous association in each group 

without interfering others. We developed both the mathematical model and the 

simulation model for the analysis. The detailed performance analysis is provided 

to demonstrate the performance gain achieved by the proposed scheme.

The schemes that we have presented in this dissertation are simple and can 

be implemented in any infrastructure based networks. We expect that our 

proposed methods will be beneficial in various M2M applications.

Index Terms: Machine-to-Machine Communications, IEEE 802.15.4, IEEE 

802.11ah, Association, Analysis, Network simulator (ns-2)
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초  록

머신대 머신 통신  환경에서 연결 설정 최소화 연구

스타핏 프라네쉬

지도교수: 변재영

정보통신공학과, 대학원, 조선대학교

기계와 기계간에 (Machine-to-Machine : M2M) 이루어지는 통신은 연결된 기기간

의 정보를 교환하는 기술이고 인간의 도움없이 작업을 수행하는 기술이다. 또한, M2M 

통신 시스템은 무선 센서 네트워크로 (Wireless sensor network : WSN) 알려져 있다. 

어플리케이션 도메인과 배치 환경에 따라서, 지그비(zigbee)와 같은 무선 개인 영역 

네트워크 (WPANs), 와이파이(Wi-Fi) 같은 무선 로컬 영역 네트워크 (WLANs), GSM등

의 셀룰러 네트워크, 위성 링크까지를 포함한 하나 이상의 통신 솔루션이 사용 될 수 

있다. WPAN 과 WLAN 같은 설비 기반의 무선 네트워크에서, 기기는 엑세스 포인트 

(Access point : AP)를 통해서 서로 통신한다. AP 혹은 코디네이터는 네트워크상의 

스테이션 간 트래픽을 중개한다. 그러나, 스테이션 혹은 노드가 AP를 통해 트래픽을 

전송하기 전에 AP와 반드시 연결되어 있어야 한다. 따라서, 모든 AP 기반 네트워크에

서 상호 연결은 매우 중요한 단계이다. 상호 연결 이후의 단계부터 데이터 통신이 가

능하므로, 이는 가능한 신속하게 이루어져야 한다.

본 논문에서는 WPAN과 WLAN에서 AP와 스테이션의 빠른 연결을 위한 간단하면서

도 효과적인 솔루션을 제시한다. 본 논문의 전반부는 WPAN에 대한 내용을 다루며, 

비콘 기반 IEEE 802.15.4 네트워크에서의 새로운 고속의 상호 연결 방식을 소개하였

다. 제안 기술은 노드의 다중 채널 탐색을 방지한다. 단일 채널 탐색 방식은 2.4GHz 

대역에서 동작하는 IEEE 802.15.4의 상호 연결 시간을 32배 가량 단축할 수 있다. 뿐

만 아니라, 제안 방식을 보다 향상시키기 위해 미래 연결 손실 예측을 위한 알고리즘

과 코디네이터와의 노드 연결성 향상을 위한 방법을 선보였다. 이론과 모의실험 분석
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을 기반으로, 대다수 관련 성능 지표 측면에서 제안 메커니즘의 이점을 나타내었다.

본 논문의 후반부에서는 WLAN에 대한 내용을 다루었다. IEEE 802.11.ah는 빠른 상

호 연결이 매우 중요한 또 다른 무선 네트워크이다. 802.11ah에서 가장 중요한 문제 

중 하나는 어떻게 효율적으로 8000개 이상의 다수 노드를 지원하는가에 있다. 문제는 

네트워크가 리셋되거나 모든 노드가 동시에 인증 또는 연결하려고 할 때 가장 심각해

진다. 수천 개의 스테이션들이 일제히 연결하기 위해 경쟁하면서, 모든 스테이션을 연

결하는데 상당한 시간이 소요될 것은 명백하다. 본 논문에서는 IEEE의 802.11ah의 인

증 및 연결을 분석하고 빠른 상호연결을 위한 두 가지 새로운 방법을 제안한다. IEEE 

802.11ah는 비콘 주기(BI) 내에서의 상호 연결을 위해 작은 그룹의 스테이션들만의 연

결을 허용하는 인증 제어 메커니즘을 사용한다. 그러나, 스테이션 그룹의 결정과 그룹

의 크기를 예측하는 방법까지 정의하지는 않는다. 제안하는 첫 번째 방법에서, BI를 

위한 최적의 그룹 사이즈를 추정하고, 최소 연결 시간을 제공하는 BI를 전적으로 활용

하는 향상된 인증 제어 메커니즘을 제안한다. 실험 결과는 제안된 인증 제어 메커니즘

이 상호 연결 지연을 최소화시킬 수 있음을 보이고 있다.

네트워크를 초기화하는 동안, 상호 연결을 얻고자 하는 스테이션과 이미 연결되어 

있지만 데이터 송신 대기 중인 두 가지 형태의 스테이션이 공존한다. IEEE 802.11ah 

에서의 또 다른 문제는 이미 연결되어 있는 스테이션으로부터 연결 요청과 데이터 트

래픽의 충돌을 회피하는 방법에 있다. 한 가지 매우 간단한 해결 방법은 주어지는 전

체 네트워크의 총 연결 시간을 1분 이하로 설정하는 것이며, 두 번째 제안 방법에서 

이와 동일한 방법을 적용한다. 두 번째 제안 방법에서, 스테이션은 각각의 그룹 헤드

를 갖는 다수의 그룹으로 분할된다. 그룹 헤드는 모든 상호 연결 요청과 AP에 집계된 

단일 블록 요청 전송을 담당한다. 제안 방법은 각각의 그룹에서 서로 간섭을 주지 않

고 동시에 상호 연결을 이룰 수 있다. 본 연구에서는 분석을 위해 수학적 모델과 모의

실험 모델이 함께 개발되었고, 제안 방법에 의해 달성한 성능 이득을 선보이기 위해 

본 상세 성능 분석을 제공한다.

본 논문에서 선보인 방법들은 간단하면서 어떠한 기반 네트워크에서도 구현이 가능

하므로, 본 논문의 제안 방법은 다양한 M2M 응용분야에서 유용할 것으로 판단된다.
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Chapter 1

Introduction
With the advancement of wireless communications over the last few decades, and hav-

ing been widely used, wireless communication is an eminent solution for the connectiv-

ity. Wireless communication form a base for internet, interconnects billions of devices

without considering geographical limitations. Meanwhile, growth in quantity of various

complex technologies was inevitable. From the very beginning, the internet has been a

living entity, evolving and changing day by day with the introduction of new technologies

and with the addition of more devices. They are becoming highly powerful with various

embedded technologies [1, 2]. There is no limitation in the possibilities of wireless com-

munication.

Enabling connectivity among diverse types of services and various devices such as

computers, sensors, RFID tags, appliances, vehicles and etc., gives opportunity for a

new paradigm called the internet of things (IoT) [2]. This new concept is driven by the

expansion of Internet towards the future where everything are connected. Wireless are

embedded in everything from small items such as gadgets, toys, mobile phones, home

appliances, food carts to cars, bridges, roads, buildings,and even animals and people.

To improve the quality of life, this omnipresence of computing will be of great help.

Upon getting access to the huge amount of comprehensive dataprovided by sets of de-

vices, the impact of utilizing this concept will ultimatelyemerge in professional, social

and personal environments [3]. International data corporation (IDC) predicts the growth

of IoT to 212 billion “thing” connected globally by the end of2020 including over 30

billion installed autonomously connected smart devices serving various applications for

smart systems, enterprisers and private consumers [4]. Indeed, to meet the requirements

of IoT, it is very important to develop a new technologies. For enabling communica-

tions with devices via existing network infrastructures inthe IoT, machine-to-machine

(M2M) technology has recently emerged as a promising enabler for the development of

new solutions in a plethora of IoT application [6]. Machine-to-Machine (M2M) commu-

nications is the information exchange among machines without any human interaction.

The world has become more smarter and more efficient with the possibility to establish

networks of automated devices without human intervention which facilitate the creation
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of new applications. Smart buildings, smart cities, smart grids, e-Health, or automotive

applications are some among many other examples [7]. M2M communications are char-

acterized by low power, low cost, and low human intervention[8]. Due to the presence of

large number of nodes in a typical M2M network, the efficient sharing of radio resources,

maintaining sufficient quality-of-service (QoS) for reliable communications is vital and

challenging requirement [9, 10]. One of the critical issuesof M2M is how to deal with

large number of accesses from large amount of machines whilemaintaining low power

consumption with tolerable latency [11]. Moreover, applications such as the automotive

applications, robotic networks, and e-health need supportfor mobility [12].

Some of the challenges in wireless networks are energy efficiency, scalability, rout-

ing, mobility, reliability, timeliness, security, clustering, localization and synchronization

strategies. Wireless networks enable a wide range of new applications and usages like

smart city, smart home, consumer electronics, industrial automation, environmental con-

trol and personal health care. There are a wide range of wireless communication pro-

tocol standards (Figure 1.1) for a wide range of applications, each one of them setting

a compromise between bit rate and radio coverage, accordingto their target application

scenarios (personal, local, metropolitan and wide).

There are various types of wireless technologies developedand being extensively

used that can act as an infrastructure for developing new technologies like loT [5]. Wire-

less personal area networks (WPAN) covers short range (up toa few tens of meters) wire-

less communications, WLAN belongs to the middle range (a couple of hundred meters

maximum) and cellular network communications to the long range (kilometers). Wire-

2



less technologies used in IoT are summarized as follows:

• IEEE 802.15.1/Bluetooth [13]: is a popular WPAN standard for interconnection of

devices, such as mobile phones and different accessories associated with them (i.e.

headset), PC accessories (i.e. keyboard and mouse), etc. However, it has not been

used widely due to its high power consumption. This issue seems to be resolved

with the latest low energy Bluetooth version (v4.0).

• IEEE 802.15.4 [14]: is also a WPAN standard which is suitablefor very low energy

consumption requirements. It is widely used for remote monitoring and home

automation applications [18]. An UWB version is also available [17] achieving

higher data rates.

• IEEE 802.11 [15]: is perhaps the most popular wireless interconnection interface,

also known as WLAN (Wireless LAN). Already having an infrastructure for con-

nectivity over Wi-Fi using IP, makes IEEE 802.11 a top choicefor implementing

IoT services. The most popular WLAN is the IEEE 802.11g offering data rates up

to 54 Mbps and the latest one is the IEEE 802.11n, using multiple antenna interface

(MIMO) achieving data rates up to 600 Mbps. Similarly, IEEE 802.11ah is new

amendment for the support of IoT.

• Ultra-Wideband (UWB) [16]: is a WPAN technology implementation suitable for

very high data rate (up to 480 Mbps) applications. The UWB technology which

eventually dominated and currently exists is the MultibandOrthogonal Frequency

Division Multiplexing (MB-OFDM) [16] supported by the WiMedia alliance. An-

other implementation attempted using Direct-Sequence UWB(DS-UWB) sup-

ported by UWB Forum [17].

• Others: DASH7 [19] and Z-Wave [20] are some other possible wireless technolo-

gies that can be used in IoT applications.

1.1 Selected Wireless Technologies in the Thesis

In this dissertation, two major wireless technologies usedin M2M communications were

studied. The short distance IEEE 802.15.4 standard and the long distance IEEE 802.11ah

3
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standard were selected. The association process of both wireless technologies was exten-

sively studied.

1.2 Research Objectives

In an AP based network such as IEEE 802.15.4 and IEEE 802.11ah, a device has to

associate with AP before starting data communication. Association is the process of be-

coming the member of the network. Therefore, whenever a device is started or initialized,

the device scans the standard defined radio channels and lists all APs which it can detect,

and also signal strength indicated for each one received signal strength indicator (RSSI).

It then chooses to associate itself with the AP of its choice.Only after the association

is completed, the device can start data communication within the network. Figure 1.2

shows the general association mechanism in a wireless network. First, the station is au-

thenticated and then is associated. The time spent by a station in the association plays

the key role. Delay in association means delay in communication. Thus, the association

should be done as soon as possible.

The major objective of this carried research is to study the association procedures in

IEEE 802.15.4 and IEEE 802.11ah networks and to suggest sometechniques and algo-

rithms which can improve the association delay.
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1.3 Contributions of Dissertation

This dissertation aims at contributing to the field of wireless networking. In particular,

among the seven layers of the wireless networking protocol suite, the focus of this study

is on the MAC sub-layer of the data link layer. In this dissertation, we present some

innovative approaches that minimize the association time in a network.

The first contribution of this dissertation is dedicated to improvise the association

time in IEEE 802.15.4. We observed that the amount of time required for the association

process in IEEE 802.15.4 can be significantly reduced. We present a fast association tech-

nique for IEEE 802.15.4. In the proposed scheme, by scanningjust a single channel, a

node can learn about all the coordinators working in different channels. The single chan-

nel scanning scheme is able to decrease the association timeof IEEE 802.15.4 operating

in 2.4 GHz by 32 times. Furthermore, the proactive algorithmto anticipate the future

link breakage and a method to increase the node connectivitytime with its coordinator

are proposed for the further enhancements. Experimental results have verified that our

schemes work well also in the mobile sensor network environment. By virtue of rigorous

performance analysis carried using computer simulations in ns-2 and through numerical

analysis, we demonstrate that the new association scheme significantly outperforms the

legacy method by decreasing the association time. Furthermore, rise in network through-

put and decrease in packet transmission delay is observed because of prompt association

and longer connectivity.

The next contribution is dedicated to improvise the association delay in upcoming

IEEE 802.11ah standard. IEEE 802.11ah standard is developed to handle several thou-

sand stations by a single AP. IEEE 802.11ah employs authentication control mechanisms

allowing only a small group of stations for association in a BI. However, how to group

stations and how to calculate the group size is undefined. To investigate the associa-

tion procedure of IEEE 802.11ah, first the analytical model is derived. The analytical

model showed several possible enhancement directions for the improvement of associa-

tion delay. In this dissertation, we have proposed two novelmethods for minimizing the

association delay in 802.11ah. In our first method, we estimate an optimum group size

for a BI and propose an enhanced association method, which fully utilizes the BI giving

the minimum association time. By virtue of rigorous performance evaluation and the

validated numerical results, we show that the proposed methods were able to minimize

the total association time.
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In IEEE 802.11ah networks, stations are divided into groups. But, the problem is that

only one group can operate at a time. In the proposed second scheme, we try to eliminate

this shortcoming. By electing a group head in each group and by using transmission

power control to confine the transmission hearable only inside the group, the proposed

method enable concurrent association in all groups at the same time. By virtue of the

validated numerical results, we show that the proposed methods were able to decrease

the total association time by several folds.

1.4 Organization of Dissertation

The remainder of this dissertation is organized as follows.Chapter 2 presents background

information on IEEE 802.15.4 standard. Channel scanning and association procedure in

IEEE 802.15.4 based WPAN are comprehensively discussed. Chapter 3 presents pro-

posed association scheme for IEEE 802.15.4 along with numerical and simulation re-

sults. Chapter 4 presents background information on WLANs and the networking pro-

tocol suite for WLANs. Different standard MAC protocols fora typical IEEE 802.11

based WLAN are comprehensively discussed, and the new IEEE 802.11ah amendment

is introduced. Chapter 5 presents the main features of 802.11ah. Association procedure

in IEEE 802.11ah is discussed and the analytical model for the association process is de-

rived. Chapter 6 estimates the optimum group size for association in IEEE 802.11ah and

based on that a fast association method is presented. Experimental results are presented

to show its superiority over its conventional counterpart.In Chapter 7, block association

method is introduced and its performance is evaluated. Finally, Chapter 8 concludes the

dissertation.
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Chapter 2

IEEE 802.15.4
2.1 Introduction

M2M communication or also known as a wireless sensor network(WSN) is a network

of self-organizing low-powered devices having sensing andcommunication capabilities

[21, 22, 23]. The need for Low Rate Wireless Personal Area Networks (LR-WPANs)

has been driven by the large number of emerging applicationssuch as home automa-

tion, factory automation, health-care monitoring, and environmental surveillance [25].

IEEE 802.15.4 standard for LRWPAN has been widely accepted as the de facto standard

for WSN that focuses on short-range wireless communications. The goal of the IEEE

802.15.4 LRWPAN is to support low data rate connectivity between wireless sensors

with low complexity, cost and power consumption [14, 22, 24].

2.2 Overview of IEEE 802.15.4

The medium access control (MAC) sub-layer and the physical layer (PHY) for LR-

WPANs is specified by the IEEE 802.15.4 protocol as shown in Figure 2.1 [14, 42, 43].

The IEEE 802.15.4 protocol is designed for low-data rate, low power consumption, and

low cost wireless networks which fits the requirements of short range M2M applications.

IEEE 802.15.4 is developed to complement the range of available wireless technologies

in the lower end spectrum of data rates, power consumption, and cost. IEEE 802.15.4

has small coverage area. Coordinator covers a limited area,also called its personal area

network (PAN). In IEEE 802.15.4, there are mainly two types of devices: full function

device (FFD) and reduced function device (RFD). FFD can support all the network func-

tions and can operate as a PAN coordinator or an end device. RFD can only be used as

an end device. We use the term device or node interchangeablyto represent the RFD.

Similarly, coordinator and PAN coordinator are used interchangeably to represent the

network coordinator. The IEEE 802.15.4 standard supports three kinds of topology: star,

peer-to-peer, and cluster tree topologies, which can operate on the beacon and the non-

beacon-enabled modes.
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Figure 2.1: IEEE 802.15.4 Architecture.

2.3 Physical Layer (PHY)

The PHY layer consists of the data service and the managementof the data service. The

management part is the interface to the higher layers, and the data service part enables

the transmission and reception of PHY protocol data units (PPDU) over the radio chan-

nel. The standard has two different modulation techniques,binary phase shift keying

(BPSK) and offset-quadrature shift keying (O-QPSK), both used with direct sequence

spread spectrum (DSSS) with a chip rate of 2 MChip/s on a 2 MHz wide frequency chan-

nel. The IEEE 802.15.4 standard operates in the unlicensed ISM bands, and the range is

typically 5-75 m. The IEEE 802.15.4 offers three operational frequency bands: 2.4 GHz,

915 MHz, and 868 MHz. Three frequency bands have the following data rates: 250 kbps

in the 2.4 GHz ISM band, 40 kbps in the 915 MHz ISM band and 20 kbps in the 868

MHz ISM band. O-QPSK modulation is used in the first case, and BPSK in the next two

cases. Figure 2.2 shows the three operational frequency bands:

• 868-868.6 MHz: Europe, allows one communication channel.

• 902-928 MHz: North America, up to ten channels.

• 2400-2483.5 MHz: worldwide use, up to sixteen channels.

The protocol also allows dynamic channel selection, a channel scan function in search of

a beacon, receiver energy detection, link quality indication, and channel switching. The

physical layer of IEEE 802.15.4 is in charge of the followingtasks:
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• Turn On/Off radio transceiver: The radio transceiver may operate in one of three

states: transmitting, receiving or sleeping. Upon requestof the MAC sub-layer, the

radio is turned ON or OFF. The turnaround time from transmitting to receiving and

vice versa should be no more than 12 symbol periods, according to the standard

(each symbol corresponds to 4 bits).

• Energy Detection (ED):ED is the estimation of the received signal strength within

the bandwidth of an IEEE 802.15.4 channel. However, the received signal is not

decoded. The energy detection time should be equal to 8 symbol periods. This

measurement is typically used by the Network Layer as a part of channel selection

algorithm or for the purpose of Clear Channel Assessment (CCA), to determine if

the channel is idle or busy.

• Link Quality Indication (LQI): LQI is the measurement of the strength/quality

of a received packet. This measurement may be implemented using receiver ED, a

signal to noise estimation or a combination of both techniques.

• Clear Channel Assessment (CCA):CCA is the evaluation of the medium activity

state: idle or busy. The CCA is performed in three operational modes: (a) Energy

Detection mode: the CCA reports a busy medium if the detectedenergy is above

the ED threshold. (b) Carrier Sense mode: the CCA reports a busy medium only

is it detects a signal with the modulation and the spreading characteristics of IEEE

802.15.4 and which may be higher or lower than the ED threshold. (c) Carrier

Sense with Energy Detection mode: this is a combination of the aforementioned

9



techniques.

• Channel Frequency Selection:The IEEE 802.15.4 defines 27 different wireless

channels. Each network can support only part of the channel set. Hence, the

physical layer should be able to tune its transceiver into a specific channel when

requested by a higher layer.

2.4 Medium Access Control Sub-Layer (MAC)

The MAC protocol supports two operational modes, i.e., beacon and non-beacon-enabled

modes.

• The non Beacon-enabled Mode:When the coordinator selects the non-beacon

enabled mode, there is neither beacons nor superframe. Medium access is ruled by

an unslotted CSMA/CA mechanism.

• The Beacon-enabled Bode:In the beacon-enabled mode, communication is syn-

chronized and controlled by a PAN coordinator, which transmits periodic beacons.

A beacon frame is transmitted in the beginning of a superframe. During the ac-

tive part of superframe, frames are exchanged between different nodes in the PAN.

Medium access is basically ruled by slotted CSMA/CA. However, the beacon-

enabled mode also enables the allocation of contention freetime slots, called guar-

anteed time slots (GTSs) for nodes requiring guaranteed bandwidth.

2.5 Superframe Structure

The superframe is defined between two beacon frames as shown in Figure 2.3. The struc-

ture of superframe is determined by coordinators using two parameters: superframe order

(SO) and beacon order (BO). SO is used to determine the lengthof superframe duration,

whereas BO defines the beacon interval. In beacon-enabled mode, each coordinator de-

fines a superframe structure which is constructed based on:

• The Beacon Interval (BI): BI defines the time between two consecutive beacon

frames.

10
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Figure 2.3: The superframe structure of IEEE 802.15.4.

• The Superframe Duration (SD): SD defines the active portion in the BI and is

divided into 16 equally-sized time slots, during which frame transmissions are al-

lowed. Optionally, an inactive period is defined if BI> SD. During the inactive

period (if it exists), all nodes may enter in a sleep mode to save energy. BI and SD

are determined as follows:

BI = aBaseSuperframeDuration× 2BO

SD = aBaseSuperframeDuration× 2SO







for 0 ≤ SO ≤ BO ≤ 14

aBaseSuperframeDuration = 15.36 ms (assuming 250 kbps in the 2.4 GHz fre-

quency band) denotes the minimum duration of the superframe, corresponding to

SO=0.

The superframe shown in Figure 2.3 may consist of active and inactive periods. The

active portion of the superframe structure is composed of three parts, the beacon, the

contention access period (CAP) and the contention free period (CFP):

• Beacon:The beacon frame is transmitted during beacon period at the beginning of

the superframe. It contains the information on the addressing fields, the superframe

specification, the GTS fields, the pending address fields and other PAN related

information.

• Contention Access Period (CAP):The CAP starts immediately after the beacon

period and ends before the beginning of the CFP, if it exists.Otherwise, the CAP

ends at the end of the active part of the superframe. The minimum length of the

CAP is fixed at aMinCAPLength = 440 symbols. All transmissions during the CAP

are made using the slotted CSMA/CA mechanism. However, the ACK frames
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and any data that immediately follows the ACK of a data request command are

transmitted without contention. If a transmission cannot be completed before the

end of the CAP, it must be deferred until the next superframe.

• Contention Free Period (CFP):The CFP starts immediately after the end of the

CAP and must complete before the end of the superframe. Transmissions are

contention-free because they use GTS, which must be previously allocated by the

PAN coordinator. All the GTSs that may be allocated by the PANcoordinator are

located in the CFP and must occupy contiguous slots. The CFP can grow or shrink

depending on the total length of all GTSs.

2.6 PAN Initialization, Channel Scan, and Association

Any FFD can be a PAN coordinator. FFD should perform the ED to detect the peak

energy of a channel and choose an appropriate channel for communication. Then, FDD

carries out an active scan to locate any coordinator transmitting beacon frames within

its personal operating space (POS). Depending on the availability of a coordinator in

the vicinity, the FDD can join the existing network or startsits own PAN. After a PAN

has been initialized, it transmits periodic beacon. The other devices in the POS of the

PAN can communicate with the coordinator and associate withthis PAN. In order to

start association, an end device needs to discover coordinators in the surrounding. In

beacon-enabled IEEE 802.15.4, two types of channel scanning operations are performed

by end devices. During the channel scans, nodes are deprivedfrom data communication

and must discard all data frames received. The association procedure takes place when a

device wants to associate with a coordinator. This mechanism can be divided into three

separate phases: (a) channel scan procedure; (b) selectionof a possible coordinator;

(c) association with the coordinator. IEEE 802.15.4 enables four types of channel scan

procedures:

• Energy Detection Scanis performed to obtain a measure of the peak energy in

each channel. The energy detect scan is used to determine which channels are the

quietest. In each channel, ED scan is performed for the duration of tscan symbols.

• Active Scan is performed to locates all coordinators transmitting beacon frames.

This scan is performed on each channel by first transmitting abeacon request com-
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Figure 2.4: Channel scanning mechanism in beacon-enabled IEEE 802.15.4.

mand. During the active scanning, FDD first sends out a beaconrequest command

and waits for the duration oftscan symbols. If a beacon could not be detected dur-

ing tscan, the FFD can construct its own PAN by broadcasting its periodic beacons.

During a active scan the MAC sub-layer must discard all frames received over the

PHY data service that are not beacon frames.

• Passive Scanis performed for the coordinator discovery. As shown in Figure 2.4(a),

during the passive scan, a device searches for beacon frame in each channel for the

duration oftscan symbols and records the beacon frames received in each channel.

After the scanning is completed, the device may select any coordinator from the

available pool for the association. If no beacon is detected, the device starts another

passive scan after a period of time. During a passive scan theMAC sub-layer must

discard all frames received over the PHY data service that are not beacon frames.

• Orphan Scanallows a device to attempt to relocate its coordinator following a loss

of synchronization (missing of beacon more thanaMaxLostBeacons times). The

device shall first send the orphan notification command frame, and waits for coor-

dinator realignment command frame for at mostmacResponseWaitTime symbols

as shown in Figure 2.4(b). This procedure is repeated until it receives the coordina-

tor realignment frame or all the available channels are scanned. If the orphan scan
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is unsuccessful, the device looks for a new parent by performing the passive scan.

During an orphan scan, the MAC sub-layer shall discard all frames received over

the PHY data service that are not coordinator realignment MAC command frames.

Device
MAC

Coordinator 
MAC

Association request

Acknowledgement

Data request
Acknowledgement

Association response
Acknowledgement

Response 
Wait Time

Figure 2.5: Association message exchange in IEEE 802.15.4.

In order to start association process, a node needs to know the PAN’s physical chan-

nel, coordinator ID, addressing mode, and PAN ID. Nevertheless, as the channel on

which the coordinator operates are unknown, nodes have to scan all available channels

[34, 50, 35, 36, 37, 49]. Thus, the passive scan is performed for the coordinator discov-

ery. IEEE 802.15.4 maintains a list called PANDescriptor that records all the beacons

received. Based on the information collected during the scan, the device can choose

the most suitable parent that permits associations. The IEEE 802.15.4 protocol standard

does not specify in detail on coordinator selection. Nevertheless, one of the most relevant

parameters to be considered is the LQI [25, 26]. Once the nodeselects the suitable coor-

dinator, it starts association procedure by sending a request for the association as shown

in Figure 2.5. Then, if the coordinator accepts the device, it adds it to its neighbor table as

its child. In the case of a successful association, an association response command frame

is sent to the device that contagions its short address. Otherwise, in the case of an unsuc-

cessful association, the association response embeds the problem status information. The

coordinator replies to the association command frame with an acknowledgment embed-

ding the pending data control flag active, meaning that it hasdata ready to be transmitted

to the device. The association procedure is completed when the device sends a data re-

quest command frame to the coordinator requesting the pending data. After a successful
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association, the device stores all the information about the new PAN by updating its MAC

PAN information base (MAC PIB) and can start transmissions.Thus, a node association

requires channel scanning followed by the association message exchange which is really

a time consuming procedure [34, 54, 26, 47]. For a mobile node, association procedure is

even worse because the mobile node has to go through the orphan scan first followed by

the passive scan and then only can start the association message exchange [34, 54, 26, 38].

We use the term re-association to explicitly denote the association procedure used by the

mobile node. We have observed from our study that if somehow this whole association

duration be shortened to some tolerable level, IEEE 802.15.4 can be used in the mobile

sensor network applications.

The disassociation from a coordinator is done via a disassociation request command.

The disassociation can be initiated either by the device or by the coordinator. After the

disassociation procedure, the device loses its short address and is not able to communi-

cate. The coordinator updates the list of associated devices, but it can still keep the device

information for a future re-association.

2.7 Guaranteed Time Slot Mechanism (GTS)

The GTS mechanism allows devices to access the medium without contention in the

CFP. On request from the device, GTSs are allocated by the PANcoordinator and are

used only for communications between the PAN coordinator and a device. Each GTS

allocation may contain one or more time slots. The PAN coordinator may allocate up

to seven GTSs in a superframe. Each GTS is only one direction:from the device to the

coordinator or from the coordinator to the device. The GTS can be deallocated at any

time at the discretion of the coordinator or the device that originally requested the GTS

allocation. The PAN coordinator is responsible for performing the GTS management.

2.8 Concluding Remarks

In this chapter, we have provided a brief overview of IEEE 802.15.4 standard and its main

features. The IEEE 802.15.4 is designed for static network and is an attractive choice for

various short range WSN applications. However, its inability of mobility support makes

it undesirable for mobile sensor network applications. We observed that the amount of
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time required for the association process is the key reason IEEE 802.15.4 is unable to

handle mobility. In the next chapter, we will highlight longassociation delay problem of

IEEE 802.15.4 and present our innovative solutions for the problem.
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Chapter 3

Minimizing Association Delay in

IEEE 802.15.4
In this chapter, we propose an interesting method to minimize the association delay in

IEEE 802.15.4. Theoretical and simulation-based analysisare presented to show its su-

periority over its conventional counterpart.

3.1 Motivation

In many WSN applications, the sensor nodes need to be mobile.Wireless body area net-

works (WBANs) or healthcare wireless sensor networks (HWSNs) are such areas where

node mobility is dominant [27, 31, 41]. The rapid growth in physiological sensors, low

power integrated circuits, and wireless technology has enabled wireless body area net-

works in or on human body for continuous monitoring of vital signs such as heart-rate,

temperature, blood pressure, etc. [27, 31]. A number of smart physiological sensors can

be integrated into a wearable wireless network, which monitor vital body signs such as

heart-rate, temperature, blood pressure, ECG, EEG, etc [32]. If an emergency is detected,

the physicians will be immediately informed through the computer system by sending ap-

propriate messages or alarms. Furthermore, WBAN (connected to the Cloud) can also be

deployed in home environment which monitors not only human health but also human ac-

tivities to provide low-cost, high-quality health care, and social network services to users

[28][29]. WBANs used to monitor patients should offer mobility support of the sensor

nodes carried by the patients. However, supporting mobility in IEEE 802.15.4 brings lots

of new challenges and issues [45, 39, 41]. In IEEE 802.15.4, node mobility is expected to

facilitate numerous applications, from home health-care and medical monitoring to target

detection [45, 34, 39, 40].

IEEE 802.15.4 has small coverage area. Thus, large numbers of access points are

deployed to cover large areas. Each access point covers a limited area, also called its

PAN. Hereafter, we use the term PAN coordinator or just coordinator to refer an access

point. The mobility of devices causes frequent loss of connection. To maintain the sen-
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sor connectivity, sensor node should frequently change their access point by performing

a mechanism known as a handover. However, providing IP connectivity to mobile de-

vices means that the devices need to be empowered with sophisticated mobility related

IP protocols like MIPv6, HMIPv6 etc [30]. Thus, it is not feasible to run complex and

sophisticated mobility protocol on a mobile node. Thus, in this work, we proposed light

weighted handover mechanism that can be handled solely by IEEE 802.15.4. A mobile

node loses its connectivity with the parent coordinator if it moves out of the coverage of

its parent. To perform handover, the mobile node should firstdetect the loss of connec-

tivity with its parent and then find a new parent for the new connection.

• Detection of Loss of Connectivity

A node without a parent is considered as the orphan node. A node consider itself as

orphan node if it cannot receive beacon from the parent coordinator foraMaxLost-

Beacons times. Orphan scan allows a device to attempt to relocate itscoordinator

following a loss of connectivity. If the orphan scan is unsuccessful, the device

looks for a new parent by performing the passive scan. For a mobile node, the

connection with coordinator can frequently break and the reassociation procedure

is time consuming because the mobile node has to go through the orphan scan first

followed by the passive scan and then the association message exchange. We use

the term reassociation to explicitly denote the association procedure used by the

mobile node. From our study, it is observed that IEEE 802.15.4 can be used in the

mobile sensor network applications if somehow this whole reassociation duration

is shortened to some tolerable level.

• Coordinator Discovery

In order to start association, a sensor node needs to find a coordinator. The passive

scan is performed for the coordinator discovery. During thepassive scan, a device

searches for beacon frame in each channel and records the beacon frames received

in each channel. Once the node selects the suitable coordinator, it starts association

procedure by sending a request for association. Once accepted by coordinator, the

node is the member of the network.

The association is a time consuming procedure, where the required duration is pro-

portional to the number of channels scanned. Furthermore, the connection is lost once

the mobile node moves away from the transmission range of thecoordinator. Therefore,
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the service continuation depends on how and which coordinator is selected in the mobile

WSN environments. To support mobility, the association procedure should be modified

in such a way that the node’s loss of connectivity should be realized quickly, the chan-

nel scanning time should be minimized, and the coordinator connectivity time should be

maximized.

This work focuses on the beacon-enabled network in 2.4 GHz band, where all coor-

dinators have fixed positions, but the sensor nodes can be mobile. This type of topology

applies to smart home and health care applications, where sensor nodes are attached to

human. It is shown that a fast and energy efficient coordinator discovery and the long

connectivity time with the coordinator cannot be achieved in this mobile WBAN without

proper methods. Thus, the contribution of this work is threefolds. The first algorithm

tries to anticipate the link breakage by analyzing the LQI history. Thus, the algorithm

decreases the time required by node to realize the link breakage from the coordinator.

Second, we present a novel association scheme called dedicated beacon channel (DBC)

that prevents a node from scanning multiple channels. The third algorithm increases the

node connectivity time with a coordinator by performing handover to the coordinator that

gives the longest connectivity time. The proposed association scheme provides support

for mobility without the involvement of any higher layers. DBC scheme was presented

in [34, 35]. DBC provides support for mobility while keepingintact the original features

such as flexibility, scalability, adaptability, and low power consumption of typical IEEE

802.15.4.

3.2 Related Works

Node mobility degrades the performance of IEEE 802.15.4 based WPANs [26, 44, 45].

Also, mobility is highly dependent on network topology; network performance decreases

with the number of mobile nodes or when nodes are moving fast.At higher speeds,

nodes continuously lose their connectivity and fail to associate with coordinators [44].

There are some efforts done to minimize the association duration in IEEE 802.15.4. In

IEEE 802.15.4e [46], optional fast association (FastA) is defined, which allows a device

to associate in a reduced duration. However, most of the efforts are limited to mobility

management, decreasing the duration of association message exchange [47], increasing

connectivity [45] or coordinator discovery [26, 48, 49], whereas the channel scanning
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part has been left untouched. The authors in [50] have presented an interesting solution

called greedy channel scan (GCS) scheme to decrease the channel scanning duration. In

the GCS scheme, nodes are expected to use only 4 clear channels and those channels

are scanned first. However, in GCS, if a node is unable to find the coordinator in all 4

channels, then it has to scan all remanding channels. Similarly, there are several works

on multichannel solutions but are limited to throughput improvement or beacon collision

avoidance [51, 52, 53].

In [47], Zhang et al. proposed an improved association scheme called Simple Asso-

ciation Process (SAP) that eliminates the redundant primitives, thus decreases the packet

collisions and the association delay.

A fast association mechanism [54] is proposed for real-timeWPAN applications.

Delay caused by scanning multiple channels is reduced because the scanning process

is stopped as soon as a beacon is received. Although this scheme prevents nodes from

scanning all available channels, but nodes still need to scan multiple channels before

finding a coordinator. Furthermore, the first beacon received may not always be the

suitable coordinator.

Similarly, there are other works which focus on the neighbordiscovery for quick as-

sociation. In [48], algorithms are proposed for the optimized discovery of IEEE 802.15.4

static and mobile networks operating in multiple frequencybands and with different bea-

con intervals. In [45], a scheme to increase coordinator connectivity time with mobile

nodes is presented for IEEE 802.15.4 beacon-enabled networks. Nodes use time-stamp

of received beacons during the scan, along with link qualityto determine the appropriate

coordinator for association. Other mobility management schemes for cluster-tree based

WPAN have been proposed by Chaabane et al. [55] and Bashir et al. [26]. These ap-

proaches use the speculative algorithm for node association based on LQI. Based on LQI

value, the mobile node anticipates cell change based on LQI before the loss of connection

and tries to associate with the next coordinator. However, in all the cases, nodes have to

scan multiple channels to find coordinators.

3.3 Network Model

One obvious choice for IEEE 802.15.4 to cover a large areas isby using cluster tree

topology. However, a cluster tree topology presents two major problems. First, the colli-
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Figure 3.1: Network model.

sion probability is high since all nodes transmit on the samechannel. Second, the IEEE

802.15.4 standard does not specify how to synchronize a cluster tree network [55]. Thus,

we select the start topology to balance the network load. But, communication between

different PAN coordinators is not possible unless they belong to the same channel, or

if they define a common transmission channel. In this work, weconsider that different

wiredly connected PANs can form a unique heterogeneous network composed of star

PANs. All PANs are assumed to be connected with the base station through the wired

connection. Messages between nodes that do not belong to thesame PAN Id can then be

routed through the base station.

The basic network design is shown in Figure 3.1, which modelsa typical HWSN.

The construction of a HWSN comprises three main elements, namely, a) a base station

or gateway that acts as a bridge between the HWSN and Internet, b) PAN coordinator

that support communication to/from the sensor nodes, and c)the sensor nodes them-

selves that collect body parameters and send them wirelessly over the network. Due to

21



Table 3.1: Network parameters and values.
Parameter Value Parameter Value

Assumed power supply 3 V Number of Channels 16

Reception power 56.5 mW Transmission power 48 mW

Idle power 2.79 mW Sleep power 30µW

Transition time 192µs Transmission range 10 m

aMaxLostBeacons 4 LQI threshold 170

Frequency band 2.4 GHz Radio data rate 250 kbps

Routing AODV Traffic CBR

Data rate 2 kbps Buffer size 10 packets

Packet size 50 B

the limited coverage area of each PAN in indoor environments, several PAN coordina-

tor are deployed to cover the monitored zone as shown in the figure. Furthermore, to

prevent interference, each PAN may operate in a different transmission channel. Mobile

node changes the point of attachment as it passes from a PAN toanother in the network.

For the maximum coverage of the area, the coordinators are assumed to be separated

by the distance of transmission range. However, adjacent PAN does not interfere each

other as they operate in different channels. In this work, LQI value is used to detect the

movement of a sensor node. In IEEE 802.15.4, every MAC frame contains LQI value

that ranges from 0 to 255. The LQI measurement is a characterization of the strength

and/or quality of a received packet. However, the calculation of the LQI is not specified

in the IEEE 802.15.4 standard. However, receiver ED, signal-to-noise ratio (SNR), or the

combination of these methods can be used. In order to observethe change in LQI with

respect to distance, mobility, and background traffic, we conducted a simple experiment.

The simulation is done in NS-2 using parameters from Table 3.1 [90]. In PAN1 of Fig-

ure 3.1, node 1 is moved toward the node 5 at the speed of 1 m/s. Transmission range

of PAN was set to 10 meters. The effect of interference is alsoaccounted by introducing

background traffic from nodes 2, 3, and 4. LQI values of beaconreceived from the co-

ordinator as the node 1 moves are shown in Figure 3.2. In NS-2,the LQI is calculated

based on the received signal strength and the signal to noiseratio. A packet is only re-

ceived if its LQI is equal or greater than 128. Thus, LQI obtained ranges from 128 to

255 because the packets whose LQI is below 128 are dropped. Also, the LQI value of

255 is observed when the distance between node and coordinator is less than 7m and the

22



0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10

120


130


140


150


160


170


180


190


200


210


220


230


240


250


260


LQ
I


Distance (m)


 Without background traffic

 With background traffic


Figure 3.2: Change in LQI with distance and background traffic.

gradual decrease in LQI is observed once the distance from the coordinator exceeds 7m.

With movement, some false LQI values are observed, and the LQI drops as the sensor

node moves away from the coordinator. LQI is also affected bythe background traffic

because of interference and, especially, when the node is moving, where sudden drops in

LQI values are observed. However, in this work, the normalized value of LQI is used to

detect node movement. In [26] and [45], authors also obtained similar LQI result.

3.4 Proposed Scheme

Channel scanning is the most time consuming part of the association procedure. The time

spent on association for various value of BO are shown in Figure 3.3. For each value of

BO, the time required for association as the number of channels to scan varies from 1 to

16 is shown in the figure. The figure illustrates that the association time increases as the

number of channel increases. From the detailed study of IEEE802.15.4, it is observed

that three updates can be possible to enable IEEE 802.15.4 efficiently handle mobility.

The first update is the reduction of coordinator discovery time. The channel scanning

for coordinator discovery is the most time consuming procedure. If somehow the nodes

are prevented from scanning multiple channels, the mobility can be handled efficiently.
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Figure 3.3: Time spent on association as BO and number of channels varies.
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Figure 3.4: Channel switching mechanism of the proposed DBCscheme.

The second update is the early detection of loss of connectivity. The detection of loss of

connectivity by counting loss of beacons foraMaxLostBeacons times is time consuming.

A proactive method can significantly reduce the detection time of link breakage. And,

the third one is to increase the connectivity time with the coordinator. In our proposed

scheme, we implement all above mentioned updates to handle the mobility efficiently.

Also, all the three updates are simple and can be easily implemented.

For the prompt coordinator discovery, the proposed DBC scheme exploits the channel

switching capability of IEEE 802.15.4 radio hardware [56].In DBC, we use two chan-

nels: beacon channel (BC) and data channel (DC). BC is used for the beacon frames,

whereas the rest of the communication is done in the DC. A nodeswitches its radio chan-

nel to the BC during its beacon period and then returns to its original DC at the end of
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Figure 3.6: Scheduling of beacon in co-existence of multiple PANs.

the beacon period as shown in Figure 3.4. Thus, transmissionand reception of the bea-

con frame are done in BC, whereas data communication is done in DC. With this small

and simple modification in the original IEEE 802.15.4, now the nodes do not need to

scan each and every channel for the association. The entire network information can be

learned by just scanning the BC only as shown in Figure 3.5. The DC information is con-

veyed by piggybacking it in the beacon payload of the beacon frame. Furthermore, DBC

scheme does not require separate channel scans such as ED scan, active scan, passive

scan, and orphan scan. BC scan performs functions of all channel scans with minimal

time.

3.4.1 Initialization of a PAN Coordinator

Unlike in original IEEE 802.15.4, nodes do not perform ED scan and active scan for

initialization of a PAN coordinator. In the proposed scheme, when a FFD is initialized,

it performs the passive scan in the BC only for the durations of tscan (Figure 3.5). If
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Figure 3.7: Flow chart of proactive reassociation decision.

beacons are received, FFD can join the suitable PAN. Otherwise, FFD can construct its

own PAN by broadcasting its periodic beacons. The FFD is flexible to select its own non-

overlapped DC, but it must broadcast its beacon in the BC. In the case where a number

of PANs coexist in an adjacent area, (i.e., apartments or buildings having independent

PAN), FFD schedules its beacon period with the minimum gap ofthe short inter frame

space (SIFS) and chooses the unused DC as shown in Figure 3.6.

3.4.2 Proactive Re-association Decision

LQI is an important metric available in IEEE 802.15.4 for detection of link quality be-

tween two communicating nodes. Make-before-break approach requires either sensor

node or coordinator to monitor the LQI for triggering the handover. However, the fre-
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quency of beacons can be low or high depending on BO of the coordinator. At higher BO,

beacons are received after longer intervals resulting in delayed detection of link quality.

In our proactive re-association decision (PRD) scheme, sensor node monitors all packets

from the coordinator and they used for analyzing the LQI. PRDalgorithm shown in Fig-

ure 3.7 is used to take handover decision. The algorithm firstobserves the LQI value of

each packet received from the coordinator. The node anticipates the link breakage by ana-

lyzing the LQI history and missing of a beacon. But, the link quality can be degraded due

to increasing in distance, interference, and collision of packets. Thus, instantaneous LQI

alone is not a reliable parameter for taking handover decision. Furthermore, observed

LQI values can fluctuate at any instance of time. Therefore, successive LQI readings are

considered. A counter shown in Figure 3.7 keeps track of how many times the LQI is

less than previously recorded LQI. In addition to LQI drop, missing of beacon is used to

ensure the link breakage. If LQI drops continuously forMaxCounter number of times

followed by missing of a beacon, the reassociation decisionis taken. The algorithm is

designed in such a way that the fluctuation in the reading is compensated by decreasing

the counter as shown in the flow chart.
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Figure 3.9: LQI received at node M as it passes through coordinator X.

3.4.3 Coordinator Selection and Association

A device that wants to associate with a PAN can be a new (just on) or an orphan device.

Unlike in IEEE 802.15.4, an unassociated node always performs the passive scan in the

BC for the duration oftscan symbols. Let’s see a coordinator selection process with an

example. In Figure 3.8, the mobile node M (initially associated with X) moves toward

coordinator Y at the speed of 1 m/s. The dotted region is the transmission range of a

coordinator. IEEE 802.15.4 maintains a list called PANDescriptor that records all the

beacons received. PANDescriptor contains fields such as PANID, coordinator address,

logical channel, LQI (LQI of beacon received) and so on. Figure 3.9 shows simulation

result of LQI of the beacon received from the coordinator X asthe mobile node M moves

from the position P1 to P2.

The simulation is done in NS-2 using parameters from Table 3.1. The figure shows

that LQI increases as the node moves towards the coordinator, and vice versa. In IEEE

802.15.4, the multiple beacons received from the same coordinator is ignored. However,

in DBC, we analyze LQI value of the multiple beacon from the same coordinator to

anticipate the node’s direction of movement. DBC adds 2 morefields in PANDescriptor
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Table 3.2: Added fields of PANDescriptor in DBC.
Field Description

LQI Previous LQI value of last received beacon

Direction Counter to detect increase or decrease in LQI

Table 3.3: PANDescriptor maintained by the mobile node M in DBC.
Coordinator W/Z Coordinator Y

Time LQI Previous LQI Direction LQI Previous LQI Direction

T1 200 200 0 255 255 0

T2 197 193 -1 255 255 1

T3 192 187 -2 255 255 2

T4 187 181 -3 255 255 3

as shown in Table 3.2. At the point P2, M gets disassociated with X. Table 3.3 shows

the instance of PANDescriptor maintained by M during the passive scan. If a beacon

is received for the first time, LQI Previous and LQI are made same. If the beacon is

received again from the same coordinator, calculations aredone such that LQI holds the

current LQI and LQI Previous field holds the average value of LQI of beacons received.

Direction field (initially zero) is decreased if the currentLQI is less than the previous

LQI, and otherwise, it is increased. The positive value of Direction field indicates that

the node is moving towards that coordinator and negative indicates that node is moving

away. Based on these values, node uses Algorithm 1 to select the optimal coordinator for

the association. In the current example, coordinator Y is selected because coordinator W

and Z have negative values of Direction.

Algorithm 1 Coordinator selection from PANDescriptor.
1. Compare the Direction and LQI of every element

2. Select that coordinator which has positive Direction andlowest LQI (but LQI>

LQIthreshold)
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3.5 Numerical Analysis

Let aBaseSuperFrameDuration be the number of symbols forming a superframe when

SO = 0. In IEEE 802.15.4, it takes equal duration to perform ED, active, and passive

scan on a channel and is given by,

tscan = aBaseSuperFrameDuration× (2BO + 1). (3.1)

3.5.1 PAN Initialization

In IEEE 802.15.4, a PAN coordinator performs ED scan and active scan in all available

n channels. But, in the case of DBC, only passive scan is performed in the BC for

the duration oftscan. Thus, the total initialization time of a PAN coordinator for IEEE

802.15.4 and DBC is,

PAN802.15.4 init = 2n× tscan, (3.2)

PANDBC init = tscan. (3.3)

Thus, as compared (3.2) with (3.3), DBC decreases the initialization of PAN coordinator

by the factor of2n.

3.5.2 Association

The total time spent for association is the sum of time spent in the channel scan and

the time spent in the association message exchange (Assomsg). A device desiring to

associate with a PAN can be a new or orphan. IEEE 802.15.4 has separate procedures

for the association of new and orphan devices. The total timespent for association by a

newly joining node for both protocols are given by,

t802.15.4 asso = n× tscan +Assomsg. (3.4)

tDBC asso = tscan +Assomsg. (3.5)

From (3.4) and (3.5), DBC is able to decrease the associationtime of newly joining node

by almost the factor ofn.
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3.5.3 Detection of Connectivity Loss

In IEEE 802.15.4, the beacon interval (BI) is given by the following equation.

BI = aBaseSuperFrameDuration× 2BO. (3.6)

In IEEE 802.15.4, mobile node starts the orphan scan, if it misses the beacon foraMaxLost-

Beacons times. However, in the case of DBC, re-association is performed if the beacon is

missed just once. Thus, the time required for the detection of loss of connectivity (DLC)

can be calculated as,

DLC802.15.4 = BI × aMaxLostBeacons, (3.7)

DLCdbc = BI. (3.8)

3.5.4 Reassociation

In beacon-enabled IEEE 802.15.4, once a node realizes that it has lost connectivity with

the PAN, orphan scanned is performed. an orphan node performs the orphan scan on each

channel for duration ofmacResponseWaitTime (32×aBaseSuperFrameDuration) sym-

bols until its parent is found or alln channels are scanned. Upon the failure of orphan

scan, a new parent is searched through passive scan as mentioned above. Thus, the total

time spent for re-association is given by,

t802.15.4 reasso = n×macResponseWaitT ime+ t802.15.4 asso. (3.9)

In the proposed scheme, (3.5) also gives the reassociation duration since there is no or-

phan scan. Thus, as compared (3.5) with (3.9), DBC decreasesthe re-association time of

a node by many folds.

3.5.5 Connectivity Time

To evaluate the device connectivity time with its coordinator, we consider a four-way

intersection, which models the corridor of a hospital as shown in Figure 3.8. We assume

that fixed coordinators (black nodes) have the same transmission range and are uniformly

spaced. The figure shows a situation in which the mobile node Mcan take any direction

at the intersection. In this kind of situation, choosing thefurthest coordinator will give

the longest connectivity provided that the mobile node is moving toward it. Let C1 be
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remaining distance in meter before the mobile node M moves out of the transmission

range of coordinator W and Z. Similarly, C2 be the remaining distance before M moves

out of the transmission range of Y. Suppose the mobile node moves towards coordinator

Y at the speed ofv m/s. As can be seen from the figure, the connectivity time for the

coordinators W or Z are C1/v and for the coordinator Y is C2/v s. Since C2>C1, choosing

C2 will give the longest connectivity time. Algorithm 1 also select coordinator Y as

explained before. Furthermore, whatever is the direction node M chooses to take at the

intersection, Algorithm 1 selects that coordinator which gives the longest connectivity

time.
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3.6 Numerical Example

Assuming network parameters of Table 3.1, we getaBaseSuperFrameDuration of 15.36

ms andmacResponseWaitTime andAssomsg of 0.49 s [14]. Thus, using these values and

above equations and assuming BO = 3, the association time forboth IEEE 802.15.4 and

DBC is shown in Table 3.4. From the values obtained in the table, we can conclude that

DBC reduces the association time of IEEE 802.15.4 by significant amount and makes

association duration independent of the number of available channels. We observed the-

oretically how many times DBC can decrease the PAN initialization and re/association

time of the original IEEE 802.15.4 for all values of BO (BO = SO), and the obtained

graph is shown in Figure 3.10. Note that the graphs show the performance gain is not just

in terms of percentage but in term of number of factors.

Table 3.4: Total time spent on association.
PAN Initialization Association Re-Association

Channels 802.15.4 DBC 802.15.4 DBC 802.15.4 DBC

3 0.82 s 0.14 s 0.90 s 0.63 s 2.37 s 0.63 s

10 2.76 s 0.14 s 1.87 s 0.63 s 6.77 s 0.63 s

16 4.42 s 0.14 s 2.70 s 0.63 s 10.54 s 0.63 s
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Figure 3.10: Number of times DBC outperforms the association duration of IEEE

802.15.4 in 2.4 GHz.
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3.7 Performance Evaluation

For the simulation, nodes are deployed in a 50×50 m field with the PAN coordinator

located at the center as shown in Figure 3.11, where arrow heads indicate the direction of

movement of the mobile end device. Topology 1 and topology 2 are used to illustrate the

performance of DBC in both thin and dense networks. Nodes aredistanced by 10 m in

topology 1 and by 5 m in topology 2. In both topologies, there is only one mobile node

(node 9 and node 17 in each topology) and all others are coordinators. All coordinators

broadcast beacon. Node performs reassociation if the beacon is lost more thanaMaxLost-

Beacons times. In the simulation time of 100 s, mobile node starts data transmission and

moves at 110 s. The mobile node continuously moves while transmitting data to PAN

coordinator. The simulation ends when the mobile node comesto its original position.

In all the simulations, SO is the same as BO. The parameters ofTable 3.1 are taken from

CC2420 datasheet [56].
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Figure 3.11: Network topologies used in the simulation.

3.7.1 Association Time

Figure 3.12 shows the time spent for PAN initialization and the node re/association in

terms of various BOs obtained from numerical analysis and NS-2 simulations. In the

NS-2 implementation of IEEE 802.15.4, the PAN coordinator performs only the active
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Figure 3.12: Total time spent for association at different beacon intervals.

scan for PAN initialization in the beacon-enabled mode. Thus, (3.2) can be updated to

(3.10). In order to calculate the PAN initialization time, (3.1) is used to calculatetscan

for BO of 1 to 5. Then, (3.3) and (3.10) are used to calculate the PAN initialization times

of IEEE 802.14.5 and DBC respectively for BO of 1 to 5. Similarly, for the assigned BO,

nodes use BO + 1 internally to calculatetscan except for the PAN coordinator. Thus, in

order to calculate re/association time, (3.11) is used to calculate tscan first. Then, (3.4)

and (3.9) are used to calculate association and reassociation times respectively for IEEE

802.15.4. Since, DBC does not have separate orphan scan, (3.5) is used to calculate both

association and reassociation times.

PAN802.15.4 init = n× tscan, (3.10)

tscan = aBaseSuperFrameDuration× (2BO+1 + 1). (3.11)

In all cases, the analytical results match well with the simulation results. As shown in the

figure, the time required by DBC for re/association is much lower because only the BC is

scanned for the association procedure. However, in the caseof IEEE 802.15.4, it scans all

available 16 channels spending significant amount of time and energy. At BO = 3, DBC

is able to decrease the PAN initialization time by 15.92 times, the node association time

by 6.19 times and the re-association time by 16.59 times, which is a great achievement

35



Beacon Order [BO]

T
im
e
S
p
e
n
t
[s
e
c
s
]

1 2 3 4 5

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25

2.50

DBC, DLC
IEEE 802.15.4, DLC
Analytical

Figure 3.13: Total time spent for detection of lost of connectivity.

in itself. Similarly, the total time spent for DLC in the various values of BO is shown in

Figure 3.13.

3.7.2 Association Success Rate and Packet Delivery Ratio

Success rate of association is calculated as the ratio of successful associations to the total

number of possible associations. Topology 1 was used where there are total 8 associa-

tions possible before the mobile node comes to rest. BO was used same for all nodes.

DBC increases the successful association rate of a mobile node by providing quick pas-

sive discovery of a coordinator. Percentage of successful associations at different BO(s)

and node speeds are shown in Figure 3.14. We observed that even a slight mobility has

a significant negative impact on association in the case of IEEE 802.15.4. At the human

walking speed of 1.5 m/s, IEEE 802.15.4 had poor success rateof association even at

the lower values of BO, and nodes were completely unable to associate at BO = 5. It is

observed that the poor association ratio of IEEE 802.15.4 isdue to the long duration re-

quired for reassociation (takes 12.5 s at BO=3). The time spent by the mobile node within

the transmission range of a coordinator might not be enough to complete the association,

which accounts for poor association rate. However, in the case of DBC (association takes

0.75 s at BO=3), association rate was 100% until BO = 4 and evenat BO = 5, DBC could
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Figure 3.14: Association success rate at different beacon intervals using DBC and IEEE

802.15.4 at 0.5, 1, and 1.5 m/s.

successfully perform 7 associations out of 8. However, at node speed of 1.5 m/s, DBC

was completely unable to associate at BO≥9. Figure 3.15 shows the throughput observed

at the PAN coordinator in the packet delivery ratio (PDR). Due to IEEE 802.15.4 lengthy

association time, most of the generated packets were dropped. As it can be seen from the

graph, PDR was just 60% even at BO=1 and node speed of 0.5 m/s. However, the prompt

re/association capability of DBC enabled mobile node to transmit most of the generated

data to the coordinator increasing the overall throughput of the network. We can see in

Figure 3.15 that PDR of DBC is much better than that of IEEE 802.15.4 for various node

speeds, which corresponds to the better throughput achieved. At node speed of 1.5 m/s

and BO = 5, the PDR of IEEE 802.15.4 was just 20% due to the fact that the mobile node

9 gets some opportunity to transmit data through node 6 before it starts to move and can-

not associate then after. However, the PDR of DBC was of 82% for the same scenario.

3.7.3 Connectivity Time and Throughput

To illustrate how Algorithm 1 can enhance the connectivity time of a node, we used

topology 2, where there are more than 1 coordinator to choosefor association. In this
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Table 3.5: Performance enhanced by proper coordinator selection.
Cell changes Connectivity (s) PDR (%)

Protocols BO=3 BO=4 BO=3 BO=4 BO=3 BO=4

IEEE 802.15.4 6 6 27 23 58 52

Enhanced 802.15.4 4 4 58 54 76 72

DBC 12 12 24 24 96 96

Enhanced DBC 8 8 37 36 98 98

simulation model, there were total 16 associations possible before the mobile node comes

to rest. The fixed value of BO = 1 was assigned for all coordinators, whereas for the mo-

bile node, it was varied. The performance enhancement afterusing Algorithm 1 in both

IEEE 802.15.4 and DBC can be seen in Table 3.5. The table showsthe total number of

cell changes, average connectivity time, and the PDR. The average connectivity time is

the average amount of time a node is connected with a coordinator before successfully

getting associated with a new coordinator. The speed of the mobile node was of 0.5 m/s

and the data rate of 2 Kbps. We use the term enhanced DBC and enhanced 802.15.4 to

indicate that Algorithm 1 was implemented on them. The totalcell changes were 6 and

12 for IEEE 802.15.4 and DBC respectively. As can be seen fromFigure 3.12, at BO=3,
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Figure 3.16: Throughput observed in the PAN coordinator at BO = 3, speed = 0.5 m/s,

and data rate of 2 Kbps.

it takes 12.5 s and 0.75 s for IEEE 802.15.4 and DBC nodes respectively to reassociate

with a new parent. Thus, even at the node speed of 0.5 m/s, the long reassociation time

makes IEEE 802.15.4 to pass few adjacent coordinators before it successfully gets asso-

ciated. However, nodes quickly get associated with a new coordinator and restart data

transmission in DBC resulting for more cell changes and morePDR. However, frequent

cell changes give less connectivity time in DBC as compared to IEEE 802.15.4. The

connectivity time can be improved if the proper coordinatoris selected as a new parent.

As it can be seen in the table, the total cell change is reducedfrom 6 to 4 and 12 to 8 in

IEEE 802.15.4 and DBC repressively after implementing Algorithm 1. Since the nodes

choose the coordinator that gives the longest connectivity, we can see the decrease in cell

changes along with the increase in PDR.

The effect of cell change on throughput observed at the PAN coordinator is shown

in Figure 3.16. The mobile node is using beacon interval corresponding to BO = 3.

The throughput of DBC drops while performing cell change because packets cannot be

transmitted in the periods of passive discovery and association. However, nodes quickly

get associated with a new coordinator and restart data transmission. Nodes can buffer

packets. Therefore, buffered data are also transmitted after new association is completed,
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resulting into increased throughput immediately after theassociation. The performance

of DBC was significantly improved by Algorithm 1 as can be seenin the figure. The total

transferred rate was improved from 1554 kbps to 1900 kbps when Algorithm 1 was used.

In some cell changes, throughput does not even drop to zero and regain its default value.

However, in the case of IEEE 802.15.4, total transferred rate was just 539 kbps because

nodes were unable to associate in every cell change resulting in poor performance.

3.8 Concluding Remarks

In this chapter, a new association scheme for IEEE 802.15.4 called DBC is presented

that can decrease both time and energy required for the association. To achieve the

above-mentioned advantages, the proposed DBC uses a dedicated channel for beacon

transmission, preventing nodes from scanning all the available channels and looking for

beacon. DBC scheme is further enhanced by two algorithms. The first algorithm (PRD)

anticipates if the node is going to lose connectivity by analyzing the LQI history before

it really happens. Thus, helps in early detection of future link breakage and handover

decision. The second algorithm anticipates the nodes direction of movement with respect

to the coordinator and selects that coordinator towards which the node is moving. Our

analytical and simulation results demonstrated that our scheme is highly efficient in terms

of both energy and time. With the implementation of our scheme, we give IEEE 802.15.4

the new ability to handle mobility. However, in this work, weassumed that there is no

beacon collision. As future directions, we envision to study and provide a solution for

beacon collision avoidance in a dense network.
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Chapter 4

Wireless Local Area Networks
In this chapter, we provide a brief overview of wireless local area networks (WLANs)

topology, WLAN protocol suite, some standardized WLAN MAC protocols and the stan-

dardization activities for WLAN that will facilitate the understanding of the contributions

presented in this dissertation.

4.1 Overview of WLAN

WLAN is a flexible communication network which has emerged asa popular alternative

for the wired network. IEEE 802.11 communication standard for WLAN has been de-

signed and implemented to provide wireless connectivity for fixed, portable, and moving

stations within a local area [57]. The IEEE 802.11 standard defines an over-the-air inter-

face between a wireless station (STA) and a base (BS) stationor access point (AP), or

between two or more wireless stations.

WLANs are standardized by IEEE 802.11 Working Group (WG) which creates a set

of standards for WLAN to operate in the unlicensed portion ofthe industrial, scientific,

and medical (ISM) frequency band. Since the formation of theWG in 1990, there are

series of IEEE 802.11 standards that have been produced, each with its own distinguish-

ing characteristics, the popular amendments beng the IEEE 802.11 a, b, g, and n. Most

of the commercial WLANs products available today are standardized with IEEE 802.11

standard and certified with Wi-Fi (for interpretability between WLANs products from

different vendors, Wi-Fi Alliance have created certification program) [58]. The Wi-Fi

technology is originally designed for human to human communication through wireless

connection. Computers, smart phones and tablets are some ofthe most common devices

using Wi-Fi technology. These devices can connect to the network, such as Internet via

APs. The IEEE 802.11 specification only regulates the PHY andMAC layer of Wi-Fi

technology, and the Wi-Fi network uses the same link layer protocol to connect with

other local area networks, for example, Ethernet.
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4.2 Basic Elements of 802.11 Networks

Wireless networks consist of various elements which enabledata transfer. They also

form the fundamental characteristics of the network. The basic components are being

illustrated in Figure 4.1

• Station (STA)

Stations in WLANs are addressable battery operated deviceswith wireless net-

work interfaces (NIC) enabling them to connect to network. Portability is not a

must though, because in some conditions wireless networking is being used to

avoid excessive cabling [15]. Despite of being in the same network, stations may

have different characteristics which distinguishes theirunique functionalities. A

network must have at least one STA to operate.

• Access Point (AP)

A device that enables access of network to distribution system for its associated

stations is called an access point. APs (as shown in Figure 4.1) are responsible

to perform bridging functionalities between different types of mediums [15][33].

Having an AP in network, STAs are obliged to associate with and communicate

through it. Therefore AP has the ability to control the network performance and

data flow. All the messages generated by STAs to various destinations are sent via

the AP.

• Wireless Medium

Messages from different devices need to be transmitted overa medium and this is

being met by various physical layers standards that have been developed [15]. They
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can be categorized into radio frequency (RF) and infrared physical layer standards

in IEEE 802.11 technologies whereas in the wired networks, twisted pairs, coaxial

cables, and optical fibers are used.

WLANs have two basic modes of operation. WLAN has been popularly used either

as infrastructure mode connection to the Internet or as an stand-alone ad hoc network.

• The Basic Service Set (BSS)

BSS is the basic building block of an IEEE 802.11 network. In atypical BSS or

infrastructure mode, stations can either connect itself tothe Internet or to other

stations only via AP. Furthermore, AP determines when a station can transmit or

receive. Figure 4.2(a) shows a typical BSS.

• The Independent Basic Service Set (IBSS)

IBSS enables two or more STAs to communicate directly and is usually established

without preplanning, for as long as they are within the radiocoverage of each other.

This type of the AP-less ad hoc topology is often referred as independent basic

service set (IBSS). Figure 4.2(b) shows an IBSS.

• Distribution System (DS)

Interchanging data between several STAs connected to an AP and located in dif-

ferent wireless networks requires a type of backbone to enable APs to track and

forward packets towards their final destination. This is made possible by imple-

menting distribution system which is basically consists ofa bridge and distribution
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system media. The DS is typically through a wired infrastructure (e.g. an Ethernet

LAN). The DS or backbone can also be completely built wirelessly through the

wireless distribution system (WDS).

• Extended service set (ESS)

ESS is a set of one or more BSSS interconnected by a DS. The coverage of a

WLAN can be increased using multiple BSSs interconnected via a DS as shown in

Figure 4.3. Such multi BSS is known as extended service set (ESS). In ESS, the

DS does not necessarily be a wired connection. In most practical ESSs, however,

major portion of the DS is the wired ethernet [59]. All APs in the same ESS are set

according to a common ESS Identification (ESSID) which identifies the network.

A WDS can also be used for hard-to-wire locations or for extending the BSS’s

coverage area.

• Relay

The coverage of AP can be extended by exchanging frames between STAs and an

AP through relays. Also, relay improves reliability of datatransmission in sce-

narios with obstructions. A Relay logically consists of twocomponents: a relay

station and a relay AP. A station associated with a relay AP operates almost in the

same way as being associated with an actual AP. A basic schematic of a functioning

network with relay entity is illustrated in Figure 4.4.

Using relays, STAs are able to use higher data rates to transfer data and implement

transmit opportunity (TXOP) sharing to access the channel.A TXOP is a period

of time in which each STA can try to transmit as much packets asit can unless the
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required time to transmit the whole packet exceeds this period. This improves the

energy consumption by decreasing the required time a STA needs to be active [78].

4.3 WLANs Protocol Suite

Networking protocol suite is generally a set of communication protocols that describe

rules and procedures for exchanging data among the network entities in any communica-

tion system. The implementation of such protocol suite is also known as a protocol stack.

These two terms are often used interchangeably.

The protocol stack for WLANs is based on open system interconnection(ISO/OSI)

reference model developed by international standard organization (ISO) [60]. The refer-

ence model is an idealized model with seven different layers(L1-L7), as shown in Fig-

ure 4.5. Each layer within a stack is responsible for a different facet of communications

[61, 62]]. The lowest protocol always deals with physical interaction of the hardware.

Every higher layer adds more features. User applications usually deal with the topmost

layer.

In networking point of view, among seven layers, the four lower layers (L1-L4) are

responsible for establishing efficient communication path. In particular, L4 and L3 are

responsible for end to end flow control and routing functionalities, respectively, while the
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L1 and L2 are responsible for establishing and managing the connection. The areas stan-

dardized by the IEEE 802.11 WG fall within the first and secondlayers of the networking

protocol suite.

4.4 Services

The standard IEEE 802.11 defines the services that the DS and the STAs should imple-

ment. In this section, we briefly describe these services.

4.4.1 Distribution of Messages

Distribution of data messages between STAs is the primary service provided by an IEEE

802.11 network. It relies on the MAC protocol data unit (MSDU) delivery function

present in all STAs.

The distribution of the message can be explained as follows:Suppose STA1 wants

to send message to STA2 through DS. STA1 sends the message to its AP, the AP gives

the message to the DS. It is the job of the DS to deliver this message to the appropriate

destination. This operation may require the frame to be forwarded across different layer 2

technologies; the adaptation needed to deliver a frame to a non-802.11 network is carried

out by the integration service, present in the APs. How the message is distributed within

46



the DS is beyond the scope of the standard. However, IEEE 802.11 services are required

to provide the DS with enough information to be able to forward the message towards

the correct destination. This information is provided by the association related services.

4.4.2 Association Services

The STA first has to associate with an AP before it is allowed tosend data frames via the

AP. This operation provides a STA AP mapping that is used by the DS to accomplish its

distribution service as described in the previous section.For this reason, a STA should be

associated with no more than one AP, while an AP may be associated with many STAs at

the same time.

In order to support BSS transition mobility, the DS also offers the reassociation ser-

vice. AP mappings updated as the STAs move from BSS to BSS within an ESS. Both

association and reassociation services are always initiated by the STA. The STA sends

an association/reassociation request management frame tothe selected AP, and the AP

responds with an association/reassociation response.

Disassociation is used to terminate an existing association. As a consequence, the

existing association information is removed. Unlike association and reassociation, a dis-

association can be initiated either by STAs or by APs.

Scanning

When a STA in infrastructure mode is powered up, it needs to associate with an AP. The

scanning process allows the STA to discover an AP, and hence the STA is able to choose

the appropriate AP in range. AP broadcasts periodic beacon frame. Beacon frames con-

tain information on the AP’s capabilities and status that isuseful for the association. STAs

usually chose the best AP based on RSSI measurements of beacon frames. Scanning can

be either active or passive. However, in the infrastructurebased networks, passive scan

is usually used for AP discovery.

Roaming

The DS has to support user inter-BSSS mobility within the ESS. When the STA perceives

that the quality of the communication with its current AP degrades due to either its mo-

bility or to the presence of interference, it tries to find a better AP candidate through a
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new scan. This is called roaming.

4.4.3 Security

Wired LANs assumes authentication is provided by the requirement of a physical con-

nection to the media and confidentiality by the closed natureof the wire media. These

assumptions are no longer valid for IEEE 802.11 WLANs due to their physically open

medium nature. For this reason, the IEEE 802.11 standard defined two services in order

to meet the aforementioned assumptions inherited from the wired LANs: authentication

and data confidentiality at layer 2. This security is known aswired equivalent privacy

(WEP).

Authentication is used to establish the STA’s identities before the association process

takes place. Two authentication methods are supported: Open System and Shared Key.

Open system authentication simply consists of two communications. An authentication

request by the client is followed by an authentication response from the AP containing

a success or failure message. Shared key authentication relies on the fact that both sta-

tions taking part in the authentication process have the same shared key, which has been

previously set on both STA and AP.

Data confidentiality protects the contents of messages. Thecurrent standard pro-

vides three cryptographic algorithms: WEP, temporal key integrity protocol (TKIP) and

counter mode with Cipher-block chaining Message authentication code Protocol (CCMP).

By default all messages are sent unprotected.

4.4.4 Spectrum Management

In order to satisfy requirements in different regulatory domains, specially for the op-

eration of WLANs in the 5 GHz ISM band, a new amendment was released by 2003:

the IEEE 802.11h [64]. Two services were specified: transmitpower control (TPC) and

dynamic frequency selection (DFS). The TPC service is intended to reduce interference

with satellite devices, and DFS is used to avoid co-channel operation with radar systems

as well as to ensure uniform utilization of available frequency channels.
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4.5 Medium Access Control

IEEE 802.11 stations share a common wireless medium. The MACLayer defines the

rules that all STAs must follow in order to transmit to this medium. This is handled by us-

ing several access mechanisms. The IEEE 802.11 standards define two access methods:

distributed coordination function (DCF) and point coordination function (PCF). More-

over, as of late 2005, the IEEE 802.11 task group ”E” releaseda new standard [63] that

defines a set of quality of service (QoS) enhancements for theIEEE WLANs; it defines

procedures for managing network QoS using classes of service. The extensions intro-

duced inherit from the two previous access mechanisms (DCF and PCF). The new MAC

protocol is called Hybrid Coordination Function (HCF).

Both PCF and HCF are provided through the services of DCF, which is the only

mandatory access method. The fundamental access method used by the DCF based MAC

is carrier sense multiple access with collision avoidance (CSMA/CA). This method is

based on contention, whereas the PCF offers a contention free access. The three modes

can be used alternately in time. The optional PCF mode is onlyallowed in the infras-

tructure BSS. In this case, the AP polls its associated STAs one after another by sending

polling messages. Moreover, if the AP has data ready to be sent to a STA being polled,

it can be included in the polling message. If the STA station has data to send to the

AP, it is transmitted in the response message. In other words, PCF is a contention free

protocol and enables stations to transmit data frames synchronously, with regular time

delays between data frame transmissions. The contention free period takes priority over

the regular DCF procedure. In this way, delay sensitive packets (e.g. voice or video)

can have a higher priority. However, the 802.11 standard is vague in defining portions

of the PCF protocol. As a result, APs implementing PCF are rare. Moreover, the Wi-Fi

Alliance does not include PCF functionality in its interpretability standard. For all these

reasons, in this section, we concentrate in the typical DCF mechanism and the carrier

sense mechanism.

4.5.1 Carrier Sense mechanism

Physical and virtual carrier sense (CS) functions can be used to determine whether the

wireless medium is idle or busy. Virtual carrier sense is also referred as the network

allocation vector (NAV). The NAV maintains a prediction of future traffic on the medium
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Figure 4.6: Channel access mechanism in DCF.

based on the duration information announced in some frames.The physical CS functions

are provided by the PHY and logically depend on the PHY used. Basically, the physical

layer provides a busy/idle medium recognition based on the detection of any energy above

a given threshold.

4.5.2 Distributed Coordination Function

As mentioned before, the fundamental access method in IEEE 802.11 WLANs is a DCF

based on CSMA/CA and a random backoff time following a busy medium condition. In

addition, all unicast transmissions use positive Acknowledgment (ACK) frames. If no

ACK is received, a retransmission is scheduled by the sender. Figure 4.6 shows the flow

chart of channel access mechanism specified in DCF.

DCF is a contention-based MAC protocol. Each user in the network determines in-

dividually when to access the channel based on CSMA/CA protocol. DCF comes in two

variants: the basic access mechanism and the Request-to-Send/Clear-to-Send (RTS/CTS)

access mechanism. The principle to determine the transmission schedule is same regard-

less of the access mechanism.

The basic access mechanism requires each contending user toperform carrier sensing

operation to determine the channel status. If the channel isfound to be idle for a period
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of time equal to distributed inter frame space (DIFS), the user transmits its packet. If the

channel is busy, STA waits until the channel becomes idle forDIFS period and then se-

lects a random backoff time for which it should defer its transmission. The selected value

is uniformly distributed in the interval [0, CW-1], where CWis the current contention

window size. Once the channel has been found to be idle for DIFS, the backoff timer is

decreased by one at the elapse of every idle slot until eitherthe channel becomes busy

again or the backoff timer reaches zero. If the timer has not reached zero and the channel

becomes busy, the contending user freezes its timer. When the timer finally reaches zero,

the STA transmits its packet. If receiver confirms the reception of the packet by sending

a positive acknowledgement (ACK) after a short inter frame space (SIFS) time. If the

sender does not receive the ACK within a certain timeout duration, it computes backoff

time for retransmission according to binary exponential backoff (BEB) rules and follows

the similar mechanism as in its failed transmission attemptuntil the packet is successfully

transmitted or the maximum retransmission limit is reached[67].

The RTS/CTS based mechanism is an enhancement to the basic access mechanism.

It reduces contention resolution overhead in terms of channel waste time due to packet

collisions by reserving the channel using short RTS and CTS packets. A STA that has

a packet to transmit follows the same process exactly as in the basic access mechanism,

however, when the backoff counter reaches zero, it sends a special reservation packet

called RTS packet. The intended receiver responds with CTS packet after SIFS interval.

Other users who overhear RTS and CTS update their NAVs accordingly. Upon receiving

the CTS, the source releases its data packets after SIFS interval. The rest of the other re-

maining process are identical to that of the basic access mechanism. Moreover, RTS/CTS

help in resolving hidden node problems.

4.5.3 Enhanced Distributed Channel Access

Enhanced distributed channel access (EDCA) is a combination of DCF and PCF core

functions, builds the foundation of the advanced HCF that includes the HCF controlled

channel access (HCCA) method. An enhancement of HCF using contention-based chan-

nel access is going to be utilized in IEEE 802.11ah [78], called the enhanced distributed

channel access, which has been applied in IEEE 802.11n [75] and IEEE 802.11ac [74].

EDCA classifies content into four access categories (ACs), including background, best

effort, video, and voice traffic, with increasing access priority (background is the lowest
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Table 4.1: List of several variants of IEEE 802.11 standard.
Series Date Description Remark

802.11 1997 IEEE standard for WLAN MAC

and PHY specifications

Initial standard

802.11a 1999 Higher Speed PHY extension in

the 5 GHz band

54 Mbps, OFDM PHY

802.11b 1999 Higher Speed PHY extension in

the 2.4 GHz band

11 Mbps, DSSS PHY

802.11g 2003 Further higher data rate extension

in the 2.4 GHz

54 Mbps, OFDM PHY

802.11e 2005 MAC enhancements Support for QoS

802.11n 2009 Enhancement for higher

throughput

600 Mbps, MIMO PHY

802.11ac 2013 Very high throughput (below 6

GHz band)

Enhancements for greater

than 1 Gbps throughput

802.11ah Est. 2016 M2M communication (sub 1 GHz) Support for IoT

access priority, voice is the highest access priority). Thefour access categories allow

eight different content streams. For each of the ACs, an enhanced modification of DCF

(EDCA) is used that allows transmission opportunity operations to enable QoS.

4.6 Standardization of WLAN

Several different WLAN technologies and standards have come and gone, for example,

HiperLAN from European telecommunication standardization institute (ETSI) [62]. To-

day, there is one standard that is almost synonymous with theterm WLAN, i.e IEEE

802.11 and its variants. Table 4.1 list several different IEEE standards that have already

been approved or are in the process of being approved [66][78].

The first 802.11 standard was published in 1997. It covers theissues related to PHY

and MAC layers of the networking protocol stack. It defines radio-based and Infrared

(IR)-based Physical layer technologies that provide mechanisms for making wireless

transmissions and receptions. Although IR-based PHY at 316-353 THz provides a basic

data rate of 1 Mbps with an optional 2 Mbps mode, as in the case of the radio-based fre-

quency hopping spread spectrum and direct sequence spread spectrum [65] at 2.4 GHz,

the IR-based PHY implementations are not popular [66]. Witha slight modification to
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IEEE 802.3 Ethernet, IEEE 802.11 specifies a contention-based MAC protocol that op-

erates according to a listen before-talk manner by employing CSMA/CA scheme. In ad-

dition to the contention-based MAC, it also specifies an optional contention-free polling-

based MAC protocol which, however, is not adopted by WLAN product manufacturers.

Those MAC protocols are comprehensively discussed in Section 4.5.

4.6.1 WLAN Amendments

The IEEE standard association updates the WLAN standard through amendments which

define new features and concepts. Several representative amendments are listed to show

the development of the WLAN technology as follows:

• IEEE 802.11a: The PHY layer technology, orthogonal frequency-division multi-

plexing, is first introduced to enhance the throughput. Thisamendment is now part

of the standard. It defines an OFDM-based PHY offering 54 Mbpsin the 5 GHz

ISM band. This band offers much less potential for radio frequency interference

than other PHYs (e.g., 802.11b and 802.11g) that utilize the2.4 GHz band. On the

other hand, a higher working frequency implies reduced coverage, since propaga-

tion loss is directly proportional to the frequency. It was ratified in 1999, although

802.11a-based products became available in late 2001.

• IEEE 802.11e: In 2005, an amendment IEEE 802.11e was introduced [63]. IEEE

802.11e as Quality of Service (QoS) extension of the former versions. Different

new features in MAC layer were added by IEEE 802.11e. For example, service

differentiation and prioritization scheme, TXOP sharing,and block acknowledg-

ment.

• IEEE 802.11n: In 2009 a new amendment 11n was created, which employed

MIMO techniques to raise the data rate significantly up to 600Mbps [75]. This

required a multiple antenna system in both the transmitter and the receiver. It

works using one to four spatial streams with 40 MHz channel bandwidth. The 11n

standard operates on both the 2.4 and the 5 GHz bands, but better performance is

achieved on the 5 GHz band due to the availability of non-overlapping 40 MHz

channels and less radio interference. It is backwards compatible with the 11a stan-

dard when operated in the Legacy format or the Mixed Mode format (11a and 11n).
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But higher throughput can be achieved when operating in the Green Field format

(11n only). The 11n also employed other techniques such as space-time block

coding (STBC), and beam forming. The 11n products were available in the market

before the completion of the standardization process.

• IEEE 802.11ac:The IEEE 802 Standards Committee created two new task groups

11ac and 11ad with the goal to enhance WLANs to reach the wirednetworks per-

formance. The 11ac standard operates in the 5 GHz band (does not support the 2.4

GHz Band) [74]. It should theoretically enable a data rate ofat least 1 Gbps. The

new specifications are built on the 11n standard, by expanding the channel band-

width to 80 MHz and optional 160 MHz channels, in addition to using MIMO with

up to 8 spatial streams, higher order of modulation scheme (256-QAM) and other

optional enhanced features like beam forming. It is approved in 2014.

• IEEE 802.11ah: IEEE 802.11ah is an amendment defined under the main IEEE

802.11 protocol to meet the needs for specific use cases in WLAN systems. IEEE

802.11ah TGah is working on new Wi-Fi standard to design a sub1 GHz proto-

col which will allow up to 8191 devices attached to a single access point (AP)

to get access for short-data transmissions [77]. IEEE 802.11ah wireless LAN

standard group targets to support sensor networks, backhaul communications of

sensor/meter data, and possibly M2M communications [78]. The standardization

process is expected to complete by the end of 2016. IEEE 802.11ah is one of the

main topics of this thesis and will be discussed more in upcoming sections.

4.7 Concluding Remarks

In this chapter, we have provided a brief overview of WLAN andsome of its representa-

tive standardization activities. IEEE 802.11 has become defacto MAC for all commer-

cially available WLAN products. In the subsequent chapters, we will highlight the most

crucial problem of IEEE 802.11ah amendment, and present ourinnovative solutions to

address the problem.
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Chapter 5

IEEE 802.11AH
In this chapter, IEEE 802.11ah standard and its new featuresare discussed. In the lat-

ter sections, MAC and PHY layer architectures in the new 802.11ah amendment will

be presented. The association problem in IEEE 802.11ah is then highlighted and the

mathematical model for the association procedure is derived.

5.1 Introduction

The wide use of IEEE 802.11-based wireless networks in indoor and outdoor applications

has crowded 2.4/5 GHz frequency bands. New technologies like smart grid applications,

internet of things (IoT), and Machine-to-Machine(M2M) communication will further sat-

urate the spectrum if same 2.4 GHz/5 GHz are used [77, 78].

IEEE 802.11ah is an amendment defined under the main IEEE 802.11 standard to

meet the needs for specific use cases in WLAN systems. IEEE 802.11ah TGah is working

on new Wi-Fi standard to design a sub 1 GHz protocol which willallow up to 8191 de-

vices attached to a single access point (AP) to get access forshort-data transmissions [77].

IEEE 802.11ah wireless LAN standard group targets to support sensor networks, back-

haul communications of sensor/meter data, and possibly M2Mcommunications [78].

5.2 Motivation for Development of 802.11ah

The market for WSN is increasing rapidly. However, the IEEE 802.11 standard was

designed to be used by personal computers and not by WSN devices, this is what brings

out the need for new amendments to fulfill new requirements.

IEEE 802.11ah standard in the M2M communications area was first introduced in

2010 and has been developed with very specific intentions: todeliver long range trans-

mission above 1 Km and with data rates above 100 Kbps, but alsoto support a large

number of nodes in the network while maintaining its operability with a very low power

consumption policy.

IEEE 802.11ah will offer a very cost effective solution to WSN applications such as
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smart metering, plan automation, surveillance and also enabling operation in environment

demanding scenarios such as natural or nuclear disasters. IEEE 802.11ah TGah wants to

achieve them with the minimum changes respect to the widely adopted IEEE 802.11

standard. In fact, the proposed PHY and MAC layers are based on the IEEE 802.11ac

amendment, trying to achieve an efficiency gain by reducing some control/management

frames and the MAC header length. The benefits obtained by thestandardization of

sub-1GHz WLANs are many; very simple to use in outdoor environments in addition to

excellent propagations characteristics at low frequencies in different levels of installation

scenarios on ISM bands.

5.3 Use Cases

In this section, we analyze the potential use of the IEEE 802.11ah amendment for several

scenarios. The task group for IEEE 802.11ah have classified the use cases under three

main categories as sensors and meters, backhaul sensor and meter data, and extended

range Wi-Fi [68, 71]. In the following sections, these use cases will be discussed to help

understand the advantages of employing IEEE 802.11ah in various scenarios.

5.3.1 Sensor Networks

IEEE 802.11ah includes sensor networks as one of three adopted use cases. Sensors can

be deployed to monitor physical or environmental conditions and to cooperatively pass

their data through the network to a main location. Wireless controlled power distribution

systems are also considered. Due to the increased penetration through walls at lower

frequencies, a higher number of sensors can be covered in one-hop fashion. Considering

tons of applicable areas for these kind of sensors and due to the elevated possibility of

high density deployment of sensors, IEEE 802.11ah is going to be highly used among

these sensor devices for communication purposes [68]. Mostof the adopted use cases

consider sensing applications can be [70],

• smart meters (gas, water and power consumption)

• smart grids

• environmental monitoring
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• automation of industrial process

• health-care

5.3.2 Backhaul Networks for Sensors

Backhaul networks for sensors are the second use case adopted by the TGah. In a typical

sensor network, IEEE 802.11ah can provide a wireless backhaul link to accommodate the

aggregated traffic generated by the sensors and forward to remote control and data base

[68, 72]. One of the main advantages of the IEEE 802.11ah is the long range coverage

which allows simple networks design to link sub-1 GHz AP’s together, for example as

wireless mesh networks.

High speed and high bandwidth technologies such as high speed packet access (HSPA)

and long term evolution (LTE) already exists. But simply increasing the speed may not al-

ways be economically effective, and the bandwidth providedby 4G may not be sufficient

[73]. Because of this growing market the TGah has adopted this use case considering

the technical requirements for a Wi-Fi based cellular traffic off-loading in this standard.

Although other amendments of the IEEE 802.11 such as the IEEE802.11n have been

pointed to be a better solution to improve the off-loading because of its higher band-

width characteristics, the long range coverage and low power consumption of the IEEE

802.11ah are key features to fulfill battery operated mobiledevices requirements, and this

is the main reason for this amendment to be chosen by the TGah.

5.3.3 Extended Wi-Fi Range

The third adopted use case considers technical requirements for a Wi-Fi based cellular

traffic off-loading in IEEE 802.11ah. Both high throughput and long transmission ranges

make 802.11ah attractive for extending hotspot range and for traffic offloading in mo-

bile networks, which is a significant issue for operators andvendors because of mobile

traffic explosion. Users are expecting to have access to high-speed internet connection

anywhere and anytime. The caveat is that the performance should be at least comparable

with the one from the cellular network.
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5.4 PHY Layer

The PHY design of the IEEE 802.11ah is based on the PHY design of the IEEE 802.11ac

which operates a 20 MHz, 40 MHz, 80 MHz and 160 MHz channel bandwidths [74].

IEEE 802.11ah’s PHY is a ten times down-clocked version of IEEE 802.11ac, and oper-

ates in the 2 MHz, 4 MHz, 8 MHz and 16 MHz channel bandwidths, and an additional

1 MHz channel which has been intended to improve coverage. Multiple Input Multiple

Output Orthogonal Frequency Division Multiplexing (MIMO-OFDM) multicarrier wire-

less system composed of a total of 64 tones will be used, whichhas been borrowed from

the IEEE 802.11a to operate on the sub-1 GHz ISM bands.

5.4.1 Channelization

IEEE 802.11ah has defined the channelization based on the respective available wireless

spectra in various countries. For example, for South Korea the ISM bands defined for its

operation start 917.5 MHz ending at 923.5 MHz, a total of 6 MHzband is available. The

0.5 MHz offset is to avoid interference with wireless legacysystems at lower frequencies.

Similarly, for Europe a total of 5 MHz band has been assigned,from 863 MHz to 868

MHz, assuming 600 KHz as a guard band. However, the United Stated of America is the

country with the most bands available, a total of 26 MHz band has been adopted starting

at 902 MHz and ending at 928 MHz, making it the only country able to operate with a

bandwidth of 16 MHz.

5.4.2 Transmission Modes

Being available in all channelization across countries, the common channels adopted by

the IEEE 802.11ah are 1 MHz and 2 MHz. Therefore, STAs and are obliged to support

the reception in 1 MHz and 2 MHz channels. Similarly, there are two categories for

PHY transmission modes: 1 MHz and greater or equal to 2 MHz. Inthe first case, the

PHY layer designe is based on a ten times down-clocked version of IEEE 802.11ac; i.e.

the PHY layer uses an OFDM waveform with a total of 64 tones/sub-carriers, which are

spaced by 31.25 kHz. The supported modulations are BPSK, QPSK and 16 to 256 QAM.

It also supports multi user MIMO and single user beam forming. For the second case,

the tone spacing is maintained, but the waveform is formed with 32 tones, instead of 64

[77].
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5.5 MAC Layer

MAC is an important technique that enables the successful operation of the network. In

802.11ah MAC layer design, some features are enhanced compared with the existing

802.11 MAC, including improvements related with support oflarge number of stations,

power saving, improvised medium access mechanisms and throughput enhancements.

The enhancements are presented in this sub chapter.

5.5.1 General MAC Improvements

The length of some fields in management frames in IEEE 802.11 standard must be in-

creased to allow association of a large number of nodes. Oncesuccessfully associated

with an AP, association identifier (AID) is assigned to a node. AID uniquely identifies

the node in a network. AID is 14 bits long and ranges from 0 to 16383. However, all the

values other than 1-2007 are reserved. Therefore, an AP can provide service for 2008

devices only. Another limitation is imposed by the traffic indication map (TIM) bitmap.

TIM is a map that indicates the maps of STAs that the AP has buffered packets to be sent

to and is used by power management schemes. The TIM field length is limited to 2008

bits.

As the IEEE 802.11ah is aimed to support more than 8000 STAs, the TGah has ex-

tended the range of AID numbers that can be used by a STA operating in IEEE 802.11ah

networks to 0-8191. Similarly, the length for TIM has also increased to 8192 bits to be

equally capable of supporting very high number of STAs.

5.5.2 Frame Shortening

One of the typical main problems in sensor networks is the overhead in transmissions.

The overheads reduce the network throughput as well as the power efficiency. However,

the use of aggregation and other IEEE 802.11 solutions are not applicable to many use

cases. Therefore, in this section, the new ways to approach these issues by the work

group for IEEE 802.11ah is discussed.

• Short Headers

Header bits are always a part of sent frames and are highly valuable to induce

information for routing, channel utilization and several other parameters.
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TGah has come up with the idea of defining a new short headers for data, man-

agement and control frames which is distinguishable from the legacy one by an

indication in frame control field of both formats. A significant change that is im-

posed to frames by using short version, is that they do have the duration/ID field

which is necessary for NAV operation in legacy IEEE 802.11 networks as shown

in Figure 5.2. Therefore, the task group for IEEE 802.11ah are obliged to develop

a new mechanism for channel access. The novel channel accessmechanism, called

response indication deferral (RID) will be discussed further in Section 5.5.3.

Frames using short MAC header can transmit frames between anAP and a STA

directly using two address fields, while transmissions originated from a STA to

another STA in the same BSS must use three address field because they use an AP

to forward frames. Moreover, if the transmission is required to be done using multi-

hop network, the use of four address field are necessary for transmitter, receiver,

source and destination addresses.

• NDP MAC Frames

In a network, apart from data, there exist several differenttypes of frames for man-

agement and control purposes like CTS and ACK. Because theseframes are mainly

used for acknowledgement and do not carry a lot of useful information, aside form

duration field used for setting NAV, TGah decided to take advantage from previ-

ously developed frames in IEEE 802.11ac networks called null data packet (NDP)

and extend a new frame type called NDP MAC frames for IEEE 802.11ah net-

works.

NDP frames has been used in IEEE 802.11ac as short frames for channel calibra-

tion required for beamforming. This process is done by scrutinizing the received
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PHY header so the NDP frames does not need to carry any payload. TGah tends

to use this frames and add just the sufficient amount of data tocarry out the func-

tionalities of the control frames.

• Short Beacons

Beacons are another overhead in a networks. Beacons are sentperiodically, and

containing relatively large amount of information. They must be sent in the most

robust modulation scheme to assure that they are received well even by the edge

members. Since IEEE 802.11ah operates at lowest data rate that is a little bit more

than 0.5 Mbps, transmission of even a few bytes in this mode will take significant

amount of channel time and power in both transmitter and receiver.

IEEE 802.11ah task group has developed two types of beacons,namely short and

full. Short beacons are sent more frequently and contains the very essential infor-

mation only. In contrast, full beacons are sent less frequently, but contain all the

information which in the case of no change in network are unessential.

Redundant information are omitted form the short beacons. When a STA is re-

quired to be notified about a change in the network, the AP changes a field in short

beacon field to notify the STA about the update. Once the full beacon is received,

STA can go to doze state for further power saving.

5.5.3 Channel Access

IEEE 802.11ah task group has developed several approaches for minimizing the draw-

back in legacy wireless networks in accessing the channel when very high number of

devices are present. The main objective is to decrease the channel’s wasted time by

avoiding unnecessary collisions, interframe spaces, ACKsand overlapping transmission

by STAs transmitting simultaneously.

Virtual Carrier Sensing

The legacy IEEE 802.11 standard uses virtual carrier sensing mechanism called network

allocation vector (NAV) beside the physical carrier sensing to avoid collisions while

transmissions. In other words, NAV is responsible for blocking all neighboring STAs

in the receiver’s area to access the channel during the period the STA is communicating.
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As described previously, the NAV is disabled when using short frames. Thus, TGah

developed a new virtual carrier sensing mechanism called RID.

Both RID and NAV are countdown timers. But, there are some differences which

make these two CS mechanism usable for their respective standard. The main difference

is that the NAV can be set after the complete and correct reception of the whole frame

while RID can be set just right after the PHY header is received. This makes NAV very

highly accuracy about the precise timings of the channel state changes, while RID tries

estimating the duration of channel events based on the type of response with 2 bits length

stored in response indication field in PHY header.

RID defines four types of responses named normal response, NDP response, no re-

sponse and long response to distinguish different channel states. Information about these

responses are included in PHY header which impose some advantages and disadvantages.

Using no response, RID does not let a STA to waste channel timeby waiting a very long

time for an expected ACK when a collision may have occurred and an EIFS must be

wasted using legacy DCF. In contrary, if a frame requires theuse of Long Response, the

channel is reserved for that STA and becomes busy for all others. It may happen that the

STA needs less time than reserved for its transmission and itcan use response indication

field to inform the other STAs to update their RID and use the excess channel time. Here,

the nodes that are hidden to the receiver can not get the updated information and their

channel resource is wasted.

Restricted Access Window (RAW)

Figure 5.3 shows the superframe structure of IEEE 802.11ah.In order to provide the ser-

vice to large number of stations, IEEE 802.11ah introduces RAW. The RAW mechanism

enables fair channel access among the large number of stations. Right after the beacon

period, there could be hundreds or thousands of stations trying to access the medium for
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data transmission. RAW mechanism restricts channel accessto a small number of sta-

tions at a given time and distributes their access attempts over a much longer period of

time. In this mechanism, the AP allocates a medium access period in the BI, called RAW,

which is divided into several time slots ofTslot duration each as shown in Figure 5.3. The

AP may assign a time slot inside the RAW to a group of stations during which only those

certain stations are allowed to contend for medium access. RAW allocation information

is broadcast in a beacon to notify whether a station is allowed to use RAW interval or not.

The allocation information in the beacon also includes the start time and the duration of

the RAW (TRAW ). If a station is allowed to access the channel within the RAW, it may

contend for medium access at the start of its assigned time slot. However, stations should

stop attempting to access the medium as soon as their assigned time slot is finished. It

should be noted that there may be some stations, which are notallowed to use the RAW.

During the channel time assigned to others, a station can go to sleep to save energy.

There is a parameter called cross slot boundary encapsulated in the beacon that de-

fines the behavior of the RAW [79]. If the cross slot boundary is allowed, uplink trans-

missions can cross boundary of the allocated time slot. However, if it is not allowed,

then the stations try to access the medium only if the remaining time in the allocated slot

boundary is enough to complete the transmission. Otherwise, the station will not initiate

a transmission even though the remaining slot duration is greater than zero.

Sectorization

One of the main mechanisms introduced to handle the complications in channel access is

referred as sectorization. In simple context, it is the act of partitioning of the AP coverage

area into sectors so that each of the sectors contain a subsetof associated STAs. This can

be done by using a set of omni-directional antennas or synthesized antenna beams in AP

to perform the transmission and reception. The entire coverage area of an AP is assumed

to be covered and every associated STA must belong to a sector. IEEE 802.11ah defines

two types of sectorization, namely group sectorization andTXOP-based sectorization.

5.5.4 Power Saving

Power management and consumption is an important issue in wireless network. The

main idea of numerous power management mechanisms used in IEEE 802.11 networks is

based on alternating between awake and doze states. The communication is only possible
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in a awake state. By switching to the doze state the STA turns off its radio module and

can not interact with network in anyway. The STA must inform its associated AP prior

to switching states. The STA wakes up periodically for communication.

IEEE 802.11 has many power management features to enhance IEEE 802.11ah too

but their efficiency is not high. Therefore, new procedures have been developed based on

them to meet the requirements of IEEE 802.11ah network. Someof the newly developed

approaches are discussed here.

Insufficient Doze Duration

In 802.11 networks, the duration of the doze state transmitted in 16 bits field is limited by

max idle period, after which the AP de-associates the doze STA. The value of max idle

period is 18.64 h [70]. However, some use cases require doze state duration much longer

than 18h. To avoid being de-associated, they would need to send keep-alive messages,

wasting energy. To reduce energy consumption, TGah develops 2 solutions modifying

max idle period usage.

The first one is the use of two the most significant bits of the max idle period field

as a scaling factor. Values 00, 01, 10, 11 represent scaling factors 1, 10, 1000, 10,000,

respectively. This way maximal value of max idle period is 2500 times greater.

The second one allows the AP to set different max idle period for various stations.

Moreover, a station can request specific max idle period in its association request.

Station Classification

Wireless network can have several devices in them. It is possible that they differ in

requirements regarding QoS, packet size, duty cycle and etc. For addressing different

STAs with their requirements, TGah has developed two different types of STAs named

sensor and offloading stations. The idea is to tag stations, in order to be able to implement

networks based on each group’s requirements.

Sensor stations are designed with limited power supply and may have limited capa-

bilities. The limitations can be in their transmission and reception frequency and packet

size. They may frequently go to doze mode and stay there for power saving.

On contrary, offloading stations require high traffic transmission such as video stream-

ing. Laptops, wireless gadgets and cameras are classified asthis type. Due to the high
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throughput required by the STAs of this kind, the number of devices associated to an AP

can not be as high as the sensor type.

TGah specifies three different modes of BSS operation: sensor only BSS, non-sensor

only BSS and mixed mode (contains both). The frequency to wake up is higher in sensor

mode compared to non-sensor and mixed mode. Different typesof BSSs can be separated

spatially or can be assigned different channels to minimizethe effect of sensors of two

types on each other.

Target Wake Time (TWT)

This feature aims to efficiently put stations in doze mode forpower saving. Here, the

STAs are given a target wake time for their first interval start, minimum TWT, TWT

interval, direction of packet flow for the first transmission, flow ID, channels on which

the stations can transmit. The TWT are of types: implicit or explicit.

Since the protection for TWT separately increases overhead, TGah suggest the group-

ing of of TWT time meaning that to assign TWT grouped side by side in time. By this

mechanism, the AP is allowed to create TWT groups and inform STAs about them. The

STAs, then send requests to join to a TWT group and the AP will assign it to the appro-

priate group.

5.6 Association in IEEE 802.11ah

Figure 5.4 shows the association process. If a station is eligible for the association, it

starts the association process. The association procedurestarts by sending the authenti-

cation request to AP. After the station is authenticated, APresponses with authentication

response frame and is acknowledged by the station. Once the station is authenticated,

it will send an association request to the AP. The association request contains chosen

encryption types if required and other compatible 802.11 capabilities. If the elements

in the association request match with the capabilities of the AP, the AP will create an

association ID for the station and respond with an association response message granting

network access to the station. The association response is again acknowledged by the

station. Once a station is associated with AP, it can start communication.
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Figure 5.4: Authentication/association procedure in IEEE802.11ah.

5.6.1 Authentication Control Mechanism (ACM)

One AP is responsible for handling 8000 stations. Heavy contentions is inevitable if all

stations try for channel access simultaneously. However, IEEE 802.11ah has developed

an authentication control mechanism (ACM) for limiting thecontention. This feature

aims to control the authentication process for large numberof nodes by employing two

methods namely centralized and distributed control mechanisms. In the first one the AP

includes a threshold in each beacon that is determined by some rules in the implementa-

tion. Each STA, then generates a random number and the STAs that have their random

values less than that threshold are eligible to authenticate in that beacon interval. The

latter one is based on truncated exponential backoff. Each time there is an attempt for

authentication, every STA generates two random numbers based on the number of whole

slots in beacon interval and transmission interval. Centralized authentication control is

studie discussed more below.

5.6.2 Centralized Authentication Control

In every beacon period, authentication control threshold (ACT) is selected according to

some implementation dependent rules and is broadcasted in the beacon frame [78]. The

AP may change this ACT dynamically. Similarly, in every beacon period, a station shall

generate an authentication control number randomly from the interval [0, L]. Having

received a beacon, the station tries to associate with the APonly if its authentication

control number is less than the received ACT. Otherwise, it shall postpone association till
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the next BI.

5.7 Problem Statement

In IEEE 802.11ah network, thousands of stations are connected with a single AP. As

the number of station increases, the network throughput anddelay performances can

be rapidly deteriorated due to the serious channel contention. While the contention be-

comes serious as the number of stations increases, one method to solve the problem is

to limit the number of contending stations at a time by grouping. Same idea is adopted

by IEEE 802.11ah. IEEE 802.11ah introduces a new mechanism called RAW. One or

more RAWs can be allocated in a beacon interval (BI) and only designated stations can

access the channel in a RAW using the prevalent distributed coordination function (DCF)

or enhanced distributed channel access (EDCA) [15, 79].

IEEE 802.11ah is mainly designed for low data traffic, thus, even the large number

of stations can be fairly serviced by RAW. RAW performs only after the stations are as-

sociated. Thus, even though RAW limits the number of associated stations contending

for the channel, it cannot improve channel usage efficiency at the stage of network ini-

tialization. Network can reset due to various reasons, suchas power failure, AP reboot,

system crash, and so on. Once AP restarts, stations try to associate. (ACM) is used for

limiting the contention during network initialization. However, it takes significantly long

duration for all the stations to get associated with an AP.

5.7.1 Co-existence of Data and Association Frames

As mentioned above, during association ACM is used, whereasRAW is used for data

communication. Even though both ACM and RAW are used to limitthe number of con-

tending stations, they come into picture at different network stages. However, they may

co-exist during network initialization stage. During network initialization, there will be

two types of stations, one using ACM and another using RAW. However, how these two

types of stations co-exist and how to manage the traffic from these two types of stations is

unanswered in the draft of 802.11ah. An open issue is how to avoid collisions of authenti-

cation requests and traffic of already associated stations.So, these questions can be topics

for future research. Therefore, during the network initialization, how to avoid collisions

of authentication requests and traffic of already associated stations is a big question [70].
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To demonstrate our point, an analytical model of the authentication/association process

is developed to analyze and evaluate the performance of IEEE802.11ah networks. Since

it may take up to several minutes for all stations to get associated, the obtained results

clearly indicate that the traffic from stations contending for network association can col-

lide with the traffic from stations contending for data transmission. Therefore, a new

method to handle data and association traffic is necessary [82].

The main contribution of this chapter is to emphasize the need of a new method

to handle data and association traffic simultaneously in IEEE 802.11ah. This further

strengthens the prospects of IEEE 802.11ah as one of the key enabling technologies in

massive M2M communication deployments and associated IoT applications in the future.

5.8 Numerical Analysis

In this section, we derive the analytical model of the association procedure in IEEE

802.11ah.

5.8.1 System Model and Analysis

We consider a network consisting ofN stations and an AP at the center. The stations

are completely connected in the network, i.e., there is no hidden terminal in the network.

Moreover, an ideal channel condition is assumed, wherein there are no communication

errors and there is no capture effect. Initially, stations are unassociated with the AP. A

batch ofg stations participate in the association process at a time. Once allg stations

get associated, the next batch ofg stations start association process. Once associated,

stations remain idle.

5.8.2 Analysis

In order to model the association process, we observe it fromthe viewpoint of queuing

theory. Figure 5.5 illustrates the proposed queuing network model (4-stage tandem net-

work). Each station has to pass through four stages before itgets successfully associated.

Each stage is represented by a queue. At a time,g stations enter the queue system and

no new station is allowed to enter the system until allg stations are out of queue system.

At each queue, the customers stay until it is served and travel to the next queue. Each

successful transmission moves a customer into the next stage. Let dk andµk represent
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Figure 5.5: The Queuing network model for association in IEEE 802.11ah.

the average delay and average service time of queueqk, respectively. By Little’s theorem,

the average number of stations in queuek, nk, is

nk =
dk
µk

. (5.1)

The total number of stations in the system gradually decreases until allg station are

out of the system. Therefore, the average number of station in a queue,nk is g/2. Now,

the average waiting time in a queue can be calculated, once the average service time is

known.

The transmission behavior of the devices in IEEE 802.11ah can be approximated

by that of IEEE 802.11 stations [84]. The group ofg stations contend for access to

the network. The stations access the channel using distributed coordination function.

That is, station senses the channel if it is idle for one DIFS.Then, the station chooses

a random backoff time uniformly distributed from [0, CW], where CW is the backoff

window size. The CW is doubled in the range from CWmin to CWmax, whenever there

is a collision. Also, it can reset to CWmin, whenever a frame is acknowledged by the

receiver or dropped. When a device succeeds in channel access, it sends a corresponding

association frame. Except for the ACK frame, other frames are transmitted using DCF.

Therefore, the probabilityτ that a station transmits a frame in a randomly chosen slot

time is expressed as

τ =
2(1− 2p)

(1− 2p)(CWmin + 1) + pCWmin(1− (2p)m)
, (5.2)

wherem is the maximum backoff stage andp is the conditional collision probability that

a transmitted frame encounters a collision. Thep is given by

p = 1− (1− τ)g/2−1, (5.3)

whereg/2 is the mean number of stations [86][84]. Equations (5.2) and(5.3) represent

a non-linear system with two unknownτ andp, which can be solved using numerical
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methods and has a unique solution. The discrete-time markovchain of our model is same

with the markov chain employed in [85]. For the complete derivations ofτ andp, please

refer to [85]. Similarly, same model is used in [84, 86, 87, 89] and many more for the

analysis of DCF in IEEE 802.11ah.

The probabilityPtr that there is at least one transmission in the considered slot time

and the probabilityPs that a channel access attempt is successful is derived as

Ptr = 1− (1− τ)g/2, Ps =
gτ(1 − τ)g/2−1

2Ptr
. (5.4)

The average amount of time,E[slot], spent on the channel for successful transmission is

equal to

E[slot] =
(1− Ptr)

PtrPs
σ + Ts +

(1− Ps)

Ps
Tc, (5.5)

whereσ is the backoff slot duration,Ts is the average transmission time, andTc is the

average collision time due to two or more simultaneous frametransmissions. The channel

occupancy time due to successful transmissions and collisions of individual association

frames are given by

{

T at req
s = ATreq +DIFS + δ

T at req
c = ATreq +DIFS + δ,

(5.6)

{

T at res
s = ATres + δ + SIFS +ACK +DIFS + δ

T at res
c = ATres +DIFS + δ,

(5.7)

{

T as req
s = ASreq +DIFS + δ

T as req
c = ASreq +DIFS + δ,

(5.8)

{

T as res
s = ASres + δ + SIFS +ACK +DIFS + δ

T as res
c = ASres +DIFS + δ,

(5.9)

whereδ is the propagation delay.ATreq, ATres, ASreq, ASres, andACK represent the

channel occupancy times of respective association frames.Note that the authentication

response and association response contain an ACK because these two frames are ac-

knowledged by the stations. Substituting the transmissionand collision duration from

Equation (5.6) into (5.5), we obtainE[slot]at req, which is the average time spent by

70



the authentication request frame. Similarly, we obtainE[slot]at res, E[slot]as req, and

E[slot]as res.

Now going back to the queue theory, we haveµ0=E[slot]at req, µ1=E[slot]at res,

µ2=E[slot]as req, andµ3=E[slot]as res, which are the respective service time for each

queue. Using (5.1), the average total time required by a station for successfully getting

associated is the summation of the average time spent on eachqueue and given by

E[AD] =
g

2
(E[slot]at req + E[slot]at res

+E[slot]as req + E[slot]as res).
(5.10)

When there areg competing stations, the total number of stations successfully asso-

ciated in a given BI amongg stations can be evaluated as

Xbi =
BI −BP

E[AD]
, (5.11)

whereBP represents the duration of beacon period.

Now, the total association time (Tasso) required byN stations for association can be

obtained as

Tasso =















⌈

N

g

⌉

×BI, if Xbi ≥ g

⌈

N

Xbi

⌉

×BI, otherwise.
(5.12)

Above equation as can explained as follows. IfXbi ≥ g, then allg stations can suc-

cessfully get associated with in a BI, with the unused portion left in the BI. In addition,

the nextg stations have to wait until the following BI. However, if alltheg stations are

unable to association in the BI, following BI is used.
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Table 5.1: Network parameters and values for analysis and simulation.

Parameter Value Parameter Value

Physical rate 650Kbps Beacon interval 500 ms

Physical header 240µs MAC header 14 bytes

Association request 28 Bytes Association response 30 Bytes

Authentication request 34 Bytes Authentication response 34 Bytes

ACK Physical header SIFS 160µs

DIFS 264µs Back-off slot 52µs

Propagation delay 1 µs CWmin 15

CWmax 1023 L 1024

5.9 Experimental Results and Analysis

5.9.1 Experimental Setup

The overall purpose of our study is to see how long stations spend for association in a

large network. The transmission behavior of the devices in IEEE 802.11ah can be ap-

proximated by that of IEEE 802.11 stations [84]. Therefore,the default implementation

of IEEE 802.11 that is readily available in ns-2 is used to study the behavior of IEEE

802.11ah. The problem in ns-2 is that it cannot simulate thousands of stations. However,

IEEE 802.11ah implements authentication control mechanism that allows only limited

number of station to contend for channel access at a time. Therefore, even though we

are assuming a large network withN stations, we assume only certain number of stations

are active at a time. All simulations are performed under ns-2.34. Table 5.1 depicts the

Table 5.2: Average time required by a station for association.

Stations Average time Average time

(g) (E[AD]) (Simulation)

10 0.03 secs 0.03 secs

20 0.06 secs 0.06 secs

30 0.09 secs 0.09 secs

40 0.13 secs 0.14 secs

50 0.16 secs 0.17 secs
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Figure 5.6: Total association time for various network size.

parameters used for simulation. However, we consider only the unassociated state of the

network. An AP is deployed at the center of the network. All stations try to associate with

the AP. Once the stations are associated, they stay idle. To simulate the behavior of IEEE

802.11ah, in our simulation, we varied the number of stations from 10 to 50 and evalu-

ated the average time taken by each station for the association. From the trace file, we

first observed the total time taken for association by all stations. Then, the average time is

calculated by dividing total time by the number of stations.Table 5.2 shows the average

time E[asso] taken by (g) stations for successfully getting associated with AP obtained

from analysis and simulation and have close match. Note thataverage association time

do not depend on BI and is always fixed forg stations in a network [79]-[86].

5.9.2 Experimental Results And Discussions

The results presented have been obtained by using above-derived equations. Unless spec-

ified, the default value used for the total number of stationsis 8000 and for BI is 0.5 sec.

The total association time experienced by IEEE 802.11ah stations for various network

sizes is plotted in Figure 5.6. At 50 active stations in a BI, it takes 1327 secs for all 8000

stations to associate with AP. Note that this time is calculated in the absence of data
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Figure 5.7: Total association time for varying no. of activestations and BI.

traffic. However, in the real situation, there shall be a heavy collision between data traffic

and association frames and the association time can be much larger than shown above.

Also, channel error may also prolong the delay. Another interesting result that can be

seen from the figure is that the total association time for 10 stations is greater than for

15 stations. Therefore, another important observation from the figure is that less active

stations do not always means less association time.

Figure 5.7 shows the total association time experienced by IEEE 802.11ah stations

when fixed number of stations are allowed to contend under various BI. The results can

be interpreted as follows. Let us take the case ofg=20 active stations. As the number

of contending station is always fixed, the average time takenby a station to associated is

also fixed for a BI. Therefore, for a given number ofg active stations, as long asg≥Xbi,

the total time taken for the association of all stations is almost same regardless of the BI

duration. However, onceg<Xbi, then the association duration increases because of the

unused portion of BI. Therefore, the important conclusion from this experiment is that it

is not possible to decrease the total association duration by changing BI.

To see how varying the number of active stations effect the association time for a BI,

another experiment was performed. Figure 5.8 shows the total association time experi-
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enced by IEEE 802.11ah stations when the number of active stations are varied. It can be

seen from the figure that changing the number of active stations changes the association

time for a given BI. Also, it can be seen from the figure that forany given BI, there exist

a number that gives the least association time. For example,for BI=0.2, 8 active stations

gave the least association time whereas, for BI=0.8, 16 active stations gave the least as-

sociation time. Therefore, authentication control mechanism should limit the number of

active stations to the optimum number that gives the least association time. The impor-

tant observation from the figure is that for a given BI, there is an optimum number of

active stations that gives the lowest association time.

5.10 Concluding Remarks

In this chapter, we have provided a brief overview of 802.11ah and some of its representa-

tive amendments followed by the association problem in IEEE802.11ah. IEEE 802.11ah

has introduced RAW strategy to address heavy channel contention for large network size.

However, RAW cannot improve channel access at the stage of network initialization.

Therefore, in the case of network reset or during network initialization, every station

tries for association and network suffer from heavy contention. In this chapter, the asso-
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ciation process of IEEE 802.11ah is analyzed. Our analysis and results demonstrate that

during network reset, stations experience heavy contention and long association delay.

Also during network initialization phase, there exist two types of stations. One which

are already associated (using RAW) and another which are trying to get associated (using

ACT). However, no mechanism has been proposed in the draft ofIEEE 802.11ah to han-

dle the collision of authentication requests and traffic from already associated stations.

Minimizing the association time as lower as possible can reduce the collision to some

extend. However, a new mechanism to avoid collision of frames from above mentioned

two different types of stations is necessary.

Our analysis and results show that here is an optimum number of active stations for

a BI that gives the least association delay. This motivates future work to develop an

efficient algorithm that calculates an optimum number of active stations for a BI and

used that number for minimizing the association delay.
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Chapter 6

Authentication Control in 802.11ah
The analytical results from Chapter 5 demonstrated that there exist an optimum group

size for a BI. In this chapter, we present our first scheme to minimize the association

delay in IEEE 802.11ah. The second scheme will be presented in the next chapter. In

this chapter, we extend our mathematical mode from Chapter 5to calculate the optimum

group size. Also, an enhanced association method is proposed. Rigorous simulation

analysis is presented to support the suitability of the proposed scheme.

6.1 Motivation

Since IEEE 802.11ah WLAN supports the connections of more than 8,000 stations, the

network throughput may rapidly deteriorate owing to channel contention [69, 81, 82].

When power outage occurs at stations or network initialization, a large number of stations

may try to authenticate/associate with the AP simultaneously, leading to severe collision

and authentication/association failure. IEEE 802.11ah employs ACM that only allow a

small group of stations for association in a BI. We use the term group size to denote the

number of stations in a group. However, methods for groupingand calculating the group

size is undefined. In the previous chapter, we showed that fora given BI, there exists the

optimum group size that gives the minimum association delay. In this chapter, we will

extend our previous derived mathematical model to calculate the optimum group size for

a given BI. Also, an enhanced association method is proposed, which uses the calculated

optimum group size for minimizing the total association time.

6.2 Related Works

There has been limited work on deceasing the association time in IEEE 802.11ah. In

[80], its is shown that association delay can be decreased bythe authentication control

mechanism. Similarly, [82] showed that there exist an optimum group size for a BI that

gives the minimum association time. However, how to calculate the optimum group

size is not showed. A new association scheme for IEEE 802.11ah is proposed in [81] to
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minimize the authentication delay. However, the authors proposed to change the standard

association procedure of IEEE 802.11ah by dedicating a BI for authentication request

frame only and postpone rest of the association frames untilthe next BI.

6.3 System Model Used for Analysis

We consider a network consisting ofN stations and an AP at the center. The stations

are completely connected in the network, i.e., there is no hidden terminal in the network.

Moreover, an ideal channel condition is assumed, wherein there are no communication

errors and there is no capture effect.

Initially, stations are unassociated with the AP. For making associations, stations gen-

erate a random number in the interval [0, L] and listen to a beacon frame including the

ACT. FromN total stations, only a group consisting ofg stations participate in the asso-

ciation process in a BI. This implies thatg stations generated a random number less than

the ACT value. Moreover, the entire BI is used for the association. Once the stations are

associated, they remain idle.

When a station is eligible to participate in the associationprocess, it access the chan-

nel using DCF. The station senses the channel if it is idle forone DIFS. Then, the sta-

tion chooses a random backoff time uniformly distributed from [0, CW], where CW is

the backoff window size. The backoff window size is doubled in the range CWmin to

CWmax whenever there is a collision, and it is reset to CWmin whenever a frame is ac-

knowledged by the receiver or dropped. When a device succeeds in channel access, it

sends a corresponding association frame. Except for the ACKframe, other frames are

transmitted using DCF.

6.4 Numerical Analysis

In the previous chapter, we used queue theory to calculate the total association time.

However, in this chapter, we used methods used in [85, 87, 86]to calculate the average

delay. The calculated delay by both methods were exactly same.

The transmission behavior of the devices in IEEE 802.11ah can be approximated by

that of IEEE 802.11 stations [84]. Each time the ACT is broadcast, the group size ofg

stations contend for access to the network. The number of contending station gradually
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decreases until allg stations are associated. The probabilityτ that a station transmits a

frame in a randomly chosen slot time is expressed as

τ =
2(1− 2p)

(1− 2p)(CWmin + 1) + pCWmin(1− (2p)m)
, (6.1)

wherem is the maximum backoff stage, andp is the conditional collision probability that

a transmitted frame encounters a collision and is given by

p = 1− (1− τ)ga−1. (6.2)

There areg active stations at a time. However, as each station gets associated, the number

of stations contending for association gradually decreases until all stations in the group

are associated. Therefore, the mean number of stations, i.e., ga=g/2 is used for the analy-

sis. The probabilityPtr that there is at least one transmission in the considered slot time

is derived as

Ptr = 1− (1− τ)ga . (6.3)

Moreover, the probabilityPs that a channel access attempt is successful is derived as

Ps =
gaτ(1− τ)ga−1

Ptr
. (6.4)

The average amount of time,E[slot], spent on the channel for successful transmission is

equal to

E[slot] = (1− Ptr)σ + PtrPsTs + Ptr(1− Ps)Tc, (6.5)

whereσ is the backoff slot duration,Ts is the average transmission time, andTc is the

average collision time due to two or more simultaneous frametransmissions. The channel

occupancy time due to successful transmissions and collisions of individual association

frames are given by
{

T at req
s = ATreq +DIFS + δ

T at req
c = ATreq +DIFS + δ

(6.6)

{

T at res
s = ATres + δ + SIFS +ACK +DIFS + δ

T at res
c = ATres +DIFS + δ

(6.7)

{

T as req
s = ASreq +DIFS + δ

T as req
c = ASreq +DIFS + δ

(6.8)
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{

T as res
s = ASres + δ + SIFS +ACK +DIFS + δ

T as res
c = ASres +DIFS + δ,

(6.9)

whereδ is the propagation delay, andATreq, ATres, ASreq, ASres, andACK represent the

channel occupancy times of the authentication request, authentication response, associa-

tion request, association response, and ACK frames, respectively. Note that the authenti-

cation response and association response contain an ACK because these two frames are

acknowledged by the stations.

Equation (6.5) is a generalized equation of the average amount of time spent by a

frame. Substituting the transmission and collision duration from equation (6.6) into (6.5),

we obtainE[slot]at req, which is the average amount of time spent by the authentication

request frame. Similarly, we obtainE[slot]at res, E[slot]as req, andE[slot]as res, which

are the average amount of time spent by the authentication response, association request,

and association response frames, respectively.

We calculates the average delayE[D] for a successfully transmitted packet. Packet

delay is defined to be the time interval from the time a packet is at the head of its MAC

queue ready for transmission, until its successful reception in the destination.E[D] is

given by [86]

E[D] = E[X] × E[slot], (6.10)

whereE[X] is the average number of slot required for a successful packet transmission

and is given by

E[X] =
(1− 2p)(CWmin + 1) + pCWmin(1− (2p)m)

2(1− 2p)(1 − p)
. (6.11)

The total time required by a station for successfully exchanging all the association

frames is given by

E[Asso] = E[slot]at req + E[slot]at res

+E[slot]as req + E[slot]as res,
(6.12)

Association delayE[AD] is defined as the time interval from the start of the associa-

tion process to the time a station successfully gets associated with the AP and is evaluated

as,

E[AD] = E[X]× E[Asso]. (6.13)
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When there areg competing stations, the total number of stations successfully asso-

ciated in a given BI amongg stations can be evaluated as

Xbi =
BI −BP

E[AD]
. (6.14)

whereBP represents the duration of beacon period.

If Xbi ≥ g, then allg stations can be successfully associated in a BI, with the remain-

ing duration in the BI left unused. In addition, the nextg stations have to wait until the

next BI. Therefore, the total association time (Tasso) required byN stations for associa-

tion can be obtained as

Tasso =















⌈

N

g

⌉

×BI, if Xbi ≥ g

⌈

N

Xbi

⌉

×BI, otherwise.
(6.15)

Tasso has a minimum value whenXbi = g, i.e., when allg stations are successfully

associated without any time left in the BI. Now substitutingXbi = g in (6.14), we obtain,

g =
BI −BP

E[AD]
. (6.16)

Equations (6.1), (6.2), and (6.16) represent a nonlinear system with three unknowns

τ , p, andg that can be solved using numerical techniques. Let us denotethis solution of

g asXgbi. Therefore,Xgbi is the optimum group size or the number of stations that can

be successfully associated in a given BI. OnceXgbi is known, we can easily mapXgbi to

ACT.

ACTbi =
Xgbi × L

Nleft
. (6.17)

Now, by broadcastingACTbi in a beacon, approximatelyXgbi stations will participate

in the association process in a BI.

6.5 Proposed Association Mechanism

In our algorithm, we analytically find the optimum group size, i.e. Xgbi. Using Xgbi,

we adjust the ACT value (toACTbi) such that the number of new stations participating

in a BI is Xgbi stations. In every BI, the AP counts the total number of stations sending

authentication requests and store inCountasso. If Countasso ¿2×Xgbi stations, the next

beacon ACT value is changed to ACTmin to notify that the AP is not accepting any new
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authentication requests. However, once the number of stations sending authentication

requests reach belowXgbi/2, ACTbi is adjusted such that the AP can acceptXgbi number

of stations in the next BI.

Algorithm 2 Proposed association algorithm.
1. Find the optimum number of stations (Xgbi) that can be successfully associated in the given

BI

2. Find the corresponding value of ACT (ACTbi) usingXgbi and broadcast it in the beacon.

3. Count the number of stations sending authentication requests in every BI and compare it

with Xgbi

4. If the counter exceeds2×Xgbi, stop accepting new requests

5. If the counter is belowXgbi/2, adjust the ACT to acceptXgbi stations

We have assumed two cases for estimating theACTbi. In the first case, we assume that

the total number of stations is unknown. This is the case whenthe network is initializing

for the first time. In this case, assuming that stations generate a random number in the

range[0 to L] and there are 8000 stations, we estimate the initial value ofACTbi asACTbi

= Xgbi×(L / 8000). From the next BI, following equation is used to estimate newACT

when respective conditions are satisfied.

ACTbi =







min{2× Last(ACTbi), L}, if Countasso <
Xgbi

2
,

ACTmin, if Countasso > 2×Xgbi.
(6.18)

whereLast(ACTbi) is the last value ofACTbi broadcast which is notACTmin. The value

of ACT is doubled every time theCountasso ¡ Xgbi/2.

In the second case, we assume that AP remembers how many station were there in

the network. AP can save the number of stations in a network sothat it can be used for

the next association process due to network reset or power failure. Assuming AP knows

total number of stations (Nleft) waiting for the association process, following equation is

used to estimate new ACT.

ACTbi =







Xgbi×L
Nleft

, if Countasso <
Xgbi

2
,

ACTmin, if Countasso > 2×Xgbi.
(6.19)

In either cases, either AP knows or does not know about the number of stations,

Algorithm 2 ensures that on an average approximatelyXgbi stations participate in the

association process in a BI.
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Figure 6.1: Optimum group size for varying BI.

6.6 Experimental Results

The results have been obtained from a simulation and analytical framework. Table 5.1

lists the parameters used for the analysis and simulation. The simulation was conducted

in ns-2.34. In the case of IEEE 802.11ah, it is assumed that a group ofg stations attempt

association in every BI. For BI = 0.5 s, in both the analysis and the simulation, we ob-

served that a total ofXgbi = 12 successful associations are possible. Therefore, in the case

of the proposed algorithm, the group size was set to 12 stations. Similarly, Table 6.1 lists

the optimum group sizes for various BIs. Similarly, the optimum group size for various

values of BI is shown in Figure 6.1

Table 6.1: Optimum group size for various BIs.
BI (s) 0.2 0.4 0.6 0.8 1.0

Xgbi 8 11 14 16 18

The total association time taken by stations under various network sizes is plotted in

Figure 6.2. The results are obtained from both simulation and analysis. However, because

of the limitation with ns-2 simulation, only up to 1000 stations are shown. Figure 6.2
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Figure 6.2: Association time for varying number of stations.

shows that the results of our analytical model are in good agreement with the simulation

results, thus validating our results. We made a comparison with the proposed algorithm:

two group sizes were selected for IEEE 802.11ah. The first group size,g=10, had a low

number of contending stations, whereas the second group size,g=30, had a high number

of contending stations. In the case ofg=30, the contention was high, resulting in more

collisions and delays. As all 50 stations were unable to get associated in a single BI, more

than one BI was adopted. However, in the case ofg=10, all 10 stations were successfully

associated with a significant amount of unused time in the BI.The next group had to wait

until the next BI. This inefficient use of BI results in more delay as compared with the

delay in the proposed method. However, in the case of the proposed algorithm, the total

number of stations contending in a BI is controlled and is maintained at a fixed optimum

size. The proposed algorithm completely unitized the entire BI without wastage, keeping

contention to the minimum. From the figure, it can be clearly seen that the proposed

method has the least association time and is successful in decreasing the total association

time by a large extent.

Figure 6.3 shows the association time for up to 8,000 stations. Forg=30 stations, it

took 760 s for all 8,000 stations to associate with the AP. Similarly, for g=10 stations,
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Figure 6.3: Association time for varying number of stations.

the total time taken was 400 s for associating 8,000 stations. However, with the proposed

algorithm, it took only 333 s for associating all 8,000 stations. It was observed that the

proposed method was able to decrease the total association time by factors of 2.28 and

1.2 as compared to the case ofg=30 andg=10, respectively. From this analysis, it can be

concluded that the proposed algorithm is able to decrease the association time of IEEE

802.11ah by a large extent.

6.7 Concluding Remarks

In this chapter, the analytical model of an authentication/association process is extended.

Based on the analytical model, the optimum number of stations (group size) that could

be successfully associated in a given BI was derived and estimated. The analytical results

demonstrated that optimum group size give the minimum association delay. Therefore,

an enhanced association algorithm was proposed, allowing only an optimum number of

stations to contend in a BI. The experimental results verified that the proposed algorithm

yields the minimum association delay as compared with othergroup sizes.
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Chapter 7

Block Association for 802.11ah
In this chapter, we present our second scheme for minimizingthe association delay in

IEEE 802.11ah. The second scheme is based on block association. The proposed block

association method is able to decrease the total association time of IEEE 802.11ah by

several folds. Rigorous simulation analysis is presented to support the suitability of the

proposed scheme.

7.1 Motivation

As explained in Chapter 6, authentication control limits the number of stations that can

participate for association in a BI. Hereafter, we use the term active stations to denote the

number of stations eligible for the association. At BI = 0.5 secs, the total association time

experienced by IEEE 802.11ah stations for various network sizes is plotted in Figure 7.1.

When only the optimum number of active stations is allowed ina BI, it takes 333.33

secs for all 8000 stations to associate with AP, which is about 6 minutes. Note that this

time is calculated in the absence of data traffic and in the absence of channel error. As

the number of active stations goes higher, the total time taken for the association is even

higher. At just 30 active stations in a BI, it takes 760.01 secs for all 8000 stations to

associate with AP, which is about 13 minutes. Similarly, for100 active stations, it takes

26 minutes for all 8000 stations to associate with AP.

As mentioned above, during association ACM is used, whereasRAW is used for data

communication. Even though both ACM and RAW are used to limitthe number of con-

tending stations, they come into the picture at different network stages. However, they

may co-exist during network initialization stage. However, when these two types of sta-

tions co-exists, how to manage the traffic from these two types of stations is unanswered

in the draft of 802.11ah. An open research challenge is how toprevent collisions of au-

thentication requests and traffic of already associated stations. So, these questions are the

motivation for our proposed scheme. Our goal is to bring the total association time to

minimum level such that ACM completes before RAW even comes into the pictures.
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Figure 7.1: Total time spent in association.

7.2 Network Model and Assumptions

In this section, we describe our network scenario model shown in Figure 7.2. The as-

sumptions made regarding the network is provided in the following:

• The network is assumed to be a circular geographic area of radius R with the AP

positioned at the center.

• Several thousand of stations (black dots) are uniformly deployed in the network.

• Each station can directly communicate with AP in a single hop.

• Stations can adjust the transmission power and can switch between different chan-

nels.

• An ideal channel condition is assumed, and there is no capture effect.
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Figure 7.2: Network scenario model.

7.3 Proposed Block Association Scheme

In this section, the proposed block association scheme is explained. In the proposed

scheme, the total networking is divided intok number of groups, with each group having

its own group head (GH). GH are especial nodes which can also function as an AP. A

relay node can be a GH. During the network initialization, GHbroadcast beacon such

that only the stations in the group can hear it (explained more in Section 7.3.2). GH

behaves as a temporary AP of the group, and all stations in thegroup associate with the

GH at first. Once all the stations in the group are associated with GH, GH sends block

association request to the main AP. AP analyze the request and then in return sends block

association response which contains AID of all stations. Once the stations are associated

with the main AP, now they can start direct communication with the AP. The key intention

of the proposed scheme is to minimize association as minimumas possible.

The proposed block association scheme can be divided into three phases: GH selec-

tion, association, and communication.
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7.3.1 Phase I: GH Selection

Since GH has special capability of being temporary AP, it is assumed that the number of

such stations are uniformly deployed to cover entire network. From the pool of special

capable stations,k number of GHs are selected such that the GHs are uniformly dis-

tributed and covers entire network. GH selection is a one-time process and once done,

the station remembers it. GH can be selected in two methods: manual selection and

automatic selection.

• Manual selection: Since we are talking about the large network covering the area

of 1 km diameter, the GHs can be properly planned and selected. For example, in

the case of smart meter and smart grid, GH can be carefully planned and selected

manually. However, the problem with manual selection is that they are not flexible.

• Automatic selection: GH selection has been already extensively studied. Vari-

ous GH selection scheme such as LEACH has been already discussed in various

literature [88]. We assume one of them are used to select the GH.
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Figure 7.4: Proposed block association scheme.

7.3.2 Phase II: Association

Figure 7.3 shows the grouping of the network. LetAn be the area of the whole network

andAg be the area of a group. Owing to the uniform deployment strategy, we can compute

an approximation for the group radius,r :

k ×Ag = An

⇒ k × πr2 = πR2

⇒ r = R/
√
k

(7.1)

During the association phase, GH becomes a temporary AP and take control of the

group. GH starts association process by transmitting the periodic beacon. However, GH

sets their transmission range tor such that only the stations in its group can hear it. All

the stations in the group associate with GH following the standard association procedure

of IEEE 802.11ah (Figure 5.4). GHs used authentication control mechanism for fair

channel access among a large number of stations in a group. Since there arek groups in

the network, all groups can perform the association simultaneously as the groups don’t

interfere with each other.

Once the GH does not get any more association request from thestations, it per-

forms block association with the main AP. Before performingthe block association, GH

changes its transmission range to its default range. Figure7.4 shows the proposed block

association scheme. First the GH authenticate itself with the AP. Once it is authenticated,

it then sends the block association request. The block association request contains as-
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Figure 7.5: Proposed block association request frame.
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Figure 7.6: Proposed block association response frame.

sociation request of all the station in the group. Figure 7.5shows the proposed block

association request frame. The frame consists of a new field of variable length called

STAA, which is basically the two bytes address of all the stations requesting the associa-

tion. The other fields in the frame indicate other things suchas capability info, supported

rates, listen intervals and so on. Since associating stations are IEEE 802.11ah stations

of similar types, these stations are assumed to have similarrequirements. However, in

case the stations have different requirements in the other fields, those stations having

similar request are bundled into one block association request. The AP analyze the block

association request from the GH and if they are valid, then itresponse with the block

association response frame. Figure 7.6 shows the proposed block association response

frame. The block association response contains two new fields, STAA, and AID. These

two fields are of variable length. Each two bytes in STAA is theaddress of the associ-

ating station. Similarly, each two bytes of AID is the corresponding association ID of

the stations. That means first two bytes of AID is the association ID of the station whose

address is the first two bytes of STAA and the pattern continues. The block association

response frame broadcast by the AP can be received by all the stations. By analyzing

this received block association response frame, the intended stations can decode its AID.

Once the station receives its AID, it is now ready for data transfer.

7.3.3 Phase II: Communication

Once the station has its AID, now it is ready for data communication. We do not pro-

pose any changes in data communication. Thus, data communication is done exactly as
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proposed in original IEEE 802.11ah. Stations directly upload its data to AP in a single

hop.

7.4 Numerical Analysis

The numerical model of association of stations with AP has been already derived in

previous chapters. The analytical model from Chapter 5 model is used here. For the ease

of readability, some equations are rewritten.

The total number ofN stations in the network is divided into equal size ofk groups.

The total number of stations in each group,Gs, is given by

Gs =
N

k
, (7.2)

Each station in a group tries to associate with the GH first. When multiple stations try

to access at the same slot, they contend via the random backoff procedure. Therefore, the

probabilityτ that a station transmits a frame in a randomly chosen slot time is expressed

as above

τ =
2(1− 2p)

(1− 2p)(CWmin + 1) + pCWmin(1− (2p)m)
, (7.3)

wherem is the maximum backoff stage. The conditional collision probability, p, that a

transmitted frame encounters a collision and is expressed as

p = 1− (1− τ)g/2−1. (7.4)

Because of ACM, onlyg stations can participate in association at a time. However,as

each station gets associated, the number of stations contending for association gradually

decreases until all stations in the group are associated. Therefore, the average number

of stations, i.e.,g/2 is used for the analysis. The probabilityPtr that there is at least one

transmission in the considered slot time is derived as

Ptr = 1− (1− τ)g/2. (7.5)

Moreover, the probabilityPs that a channel access attempt is successful is derived as

Ps =
gτ(1 − τ)g/2−1

2Ptr
. (7.6)

The average amount of time,E[slot], spent on the channel for successful transmission is

equal to

E[slot] =
(1− Ptr)

PtrPs
σ + Ts +

(1− Ps)

Ps
Tc, (7.7)
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whereσ is the backoff slot duration,Ts is the average transmission time, andTc is the

average collision time due to two or more simultaneous frametransmissions. The channel

occupancy time due to successful transmissions and collisions of individual association

frames are given by

{

T at req
s = ATreq +DIFS + δ

T at req
c = ATreq +DIFS + δ

(7.8)

{

T at res
s = ATres + δ + SIFS +ACK +DIFS + δ

T at res
c = ATres +DIFS + δ

(7.9)

{

T as req
s = ASreq +DIFS + δ

T as req
c = ASreq +DIFS + δ

(7.10)

{

T as res
s = ASres + δ + SIFS +ACK +DIFS + δ

T as res
c = ASres +DIFS + δ,

(7.11)

whereδ is the propagation delay, andATreq, ATres, ASreq, ASres, andACK represent the

channel occupancy times of the authentication request, authentication response, associa-

tion request, association response, and ACK frames, respectively. Note that the authenti-

cation response and association response contain an ACK because these two frames are

acknowledged by the stations.

Substituting the transmission and collision duration fromequation (7.8) into (7.7), we

obtainE[slot]at req. Similarly, E[slot]at res, E[slot]as req, andE[slot]as res are obtained.

The total time required by a station for successfully exchanging all the association

frames is given by

E[Asso] = E[slot]at req + E[slot]at res

+E[slot]as req + E[slot]as res,
(7.12)

Association delayE[AD] is defined as the time interval from the start of the associa-

tion process to the time a station successfully gets associated with the AP and is evaluated

as,

E[AD] =
g

2
× E[Asso]. (7.13)
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If there areg competing stations, it may not be possible to associate allg stations in

a BI. The total number of stations,Xbi, that can be successfully associated in a given BI

amongg contending stations can be evaluated as

Xbi =
BI −BP

E[AD]
. (7.14)

There areGs stations in a group. The total association time (GTasso) required byGs

stations for association can be obtained as

GTasso =











Gs ×BI

g
, if Xbi ≥ g

Gs ×BI

Xbi
, otherwise.

(7.15)

Once the total time take for association within a group is found, the time taken by

GHs for the association with AP is calculated. Same equations through 7.3 to 7.13 are

used for calculationg the association delay of GHs. However, k (number of GHs) is used

as the total number of contending station. LetExreq be the extra bytes required for each

station in block association request frame,sn be the number of stations included in the

block association request frame, andbrate be the bit rate. Then the channel occupancy

time due to successful or collision of block association request frame are given by,














T bas req
s = ASreq +

Exreq×sn
brate +DIFS + δ,

T bas req
c = ASreq +

Exreq×sn
brate +DIFS + δ.

(7.16)

Similarly, assumingExres be the extra bytes required for each station in block associ-

ation response frame, the channel occupancy time due to successful or collision of block

association response frame are given by,














T bas res
s = ASres +

Exres×sn
brate +DIFS + δ,

T bas res
c = ASres +

Exres×sn
brate +DIFS + δ.

(7.17)

Now, substituting the transmission and collision durationfrom equation (7.16) into

(7.7), we obtainE[slot]bas req, which is the average amount of time spent by the block

association request. Note that,k is used as the total number of contending station while

calculating various probabilities in (7.7). Similarly, weobtainE[slot]bas res, which is the

average amount of time spent by the block association response frame.
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Let E[GHAsso] be the total association time required by a GH to successfully get

associated with the AP. The total time required by a GH for successfully exchanging all

the association frames is given by

E[GHAsso] = E[slot]at req + E[slot]at res

+E[slot]bas req + E[slot]bas res.
(7.18)

Association delay (E[GAD] ) or the average amount of time a GH has to wait before

it can successfully gets associated with the AP is calculated as

E[GAD] =
k

2
× E[GHAsso]. (7.19)

The total association time is the time required by all stations to be successfully get as-

sociated with the AP. Therefore, the total association time, E[TAD], is summation of time

required by stations to associate with GH and the time required by all GHs to successfully

associate with the AP and is derived as

E[TAD] = kE[GAD] +GTasso +BI. (7.20)

Even though there arek groups, all groups can simultaneously associate with their

GHs without interfering with other groups. Therefore, onlyoneGTasso is added in the

total time. Each GH starts association with AP if there in no association request in a BI.

Therefore, BI is added.

Table 7.1: Network parameters and values for analysis and simulation.

Parameter Value Parameter Value

Physical rate (brate) 650Kbps Beacon interval 500 ms

Physical header 240µs MAC header 14 bytes

Association request 28 Bytes Association response 30 Bytes

Authentication request 34 Bytes Authentication response 34 Bytes

ACK 240µs SIFS 160µs

DIFS 264µs Back-off slot 52µs

Exreq 6 bytes Exres 2 bytes

sn Gs CWmin 15

CWmax 1023 L 1024

95



AP

5
0
0
m

2
5
0
m

Figure 7.7: GHs selected to cover the whole network area.

7.5 Experimental Results

The results have been obtained from a simulation and analytical framework. Table 7.1

lists the parameters used for the analysis and simulation. The simulation was conducted

in ns-2.34. The available standard IEEE 802.11 code was modified to reflect the IEEE

802.11ah and the proposed block association scheme. In bothcases, ACT is implemented

to allows onlyg stations to association in every BI. Unless specifiedg=30 was used.

For the simulation, a circular region of radius 500m was taken with AP at the center. The

stations were uniformly distributed within this region. 7 GHs were selected including the

AP as one of the GH. To cover the circular region with radius of500m with 7 circles,

the required radius of small circle is 250m [83]. Thus, the transmission range of all GH,

including the AP was set to 250m at the beginning of the simulation. Figure 7.7 shows

the coverage of the whole network by 7 GHs.

The total time taken for association in IEEE 802.11ah and with block association

scheme under various network sizes is plotted in Figure 7.8.The results are obtained

from both simulation and analysis. However, because of the limitation with ns-2 sim-

ulation, only up to 1000 stations are shown. Figure 7.8 showsthat the results of our

analytical model are in good agreement with the simulation results, thus validating our
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Figure 7.8: Total association time for various network size.

results. Similarly, the total time taken for association inIEEE 802.11ah and with block

association scheme for up to 8000 stations is plotted in Figure 7.9. In the case of block

association method, it can be viewed as 7 independent APs associating stations simul-

taneously at the same time. Therefore, the results obtainedin both figures shows that

the block association method is able to decrease the total association time roughly by 7

times. Therefore, intuitively it can be understood that theblock association method is

able to decrease the total association time by total number of GH times. However, below

we will show that this is not true.

The total time taken for association in IEEE 802.11ah and with block association

scheme under various network sizes when the number of activestations is varied is plotted

in Figure 7.9. As expected, the association time is minimum when the optimum number

of active stations are allowed to contend.

To see how the number of GHs effect the overall association time, another experiment

was performed. In this experiment, the number of active stations was set to the optimum

group size for all values of BI. The total number of stations was set to 8000. The obtained

results are shown in Figure 7.10. As can be seen in the figure, the total association time

decreases exponentially as the number of GHs is increased by1. However, as we keep on
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Figure 7.9: Total association time for varying number of group and network sizes.

increasing the GHs, after exceeding a certain limit, the decrease in the total association

time is minimum. The red dot in the graph shows the association time for GHs = 10 in the

case of BI = 0.5. As the number of GHs, increase beyond 10, no significant performance

improvement is noticed. Table 7.2 shows the total time spentfor association by 8000

stations for various values of BI. The important conclusionfrom this experiment is that

just keeping the number of GHs to 10 or less is enough to bring the total association

time to less than a minutes. Since, GHs is an expensive resource, results show that large

number of GHs is not required to keep the association time to the acceptable minimum

level. The graph also shows that there is a limit on GHs that gives the minimum time.

However, increasing the number of GHs beyond this value instead increases the total

association time.
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Table 7.2: Total time required for association of 8000 stations.
No. GHs Association time in secs(E[TAD])

(k) BI =0.5 secs BI = 1 sec BI =1.5 secs

1 333 444 545

2 167 224 275

3 112 150 184

4 85 113 139

5 69 92 112

6 58 77 95

7 51 67 82

8 45 60 73

9 41 54 66

10 38 50 60
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7.6 Concluding Remarks

One of the most challenging issues in IEEE 802.11ah is supporting a large number of

stations efficiently. To reduce heavy channel contention inIEEE 802.11ah networks, sta-

tions are divided into groups and each group of stations are allowed to access in only the

designated channel access period. Even though, grouping strategy enables fair channel

access among the large number of stations, they cannot operate simultaneously. Only one

group can operate at a time. In the proposed scheme, we try to eliminate this shortcom-

ing of legacy grouping strategy. By electing a group head in each group and by using

transmission power control to confine the transmission hearable only inside the group,

the proposed method enable concurrent association in all groups at the same time. This

strategy brings drastic fall in the total association time.Our experimental results verify

that our block association method decreases the total association time by many folds.

However, the performance gain is achieved with extra cost ofspecial node, i.e., group

head.
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Chapter 8

Conclusions
In this dissertation, we have presented some innovative approaches to improve the asso-

ciation delay in IEEE 802.15.4 and IEEE 802.11ah networks. The remarkable attributes

of the proposed improvised approaches are that they are simple and easy to implement.

Such attributes make the proposed approaches attractive for practical implementation in

the real-world M2M applications. In what follows, we summarize those approaches in

the order they have appeared in the dissertation.

In Chapter 3, a new fast association technique called DBC forIEEE 802.15.4 is pre-

sented. We showed through analysis and simulation that channel scanning is the key

reason for long association delay in IEEE 802.15.4. The proposed DBC scheme prevents

nodes from scanning multiple channels, thus, minimizing the association delay. Early de-

tection of link breakage and once associated, retaining theconnectivity with coordinator

are also crucial. Thus, a method for the early detection of link breakage and the method to

increase the node connectivity time with its coordinator inIEEE 802.15.4 beacon-enabled

mode are also presented. Our approach results in significantimprovement by reducing

the number of times the moving node switches coordinators. Experimental results have

verified that our schemes work well.

IEEE 802.11ah is another wireless network where fast association is very impor-

tant. During network initialization, thousands of stations are simultaneously contending

for association. Therefore, if no proper measure is taken, network suffers from serious

congestion. In Chapter 5, the analytical model for authentication/association of IEEE

802.11ah is derived. IEEE 802.11ah has proposed some methods on decreasing the asso-

ciation delay. However, our study shows that the proposed methods can be improved and

enhanced. Therefore, we have proposed new and enhanced methods.

IEEE 802.11ah employs authentication control mechanism allowing only a small

group of stations for association in a BI. However, how to group stations and how to

calculate the group size is undefined. In Chapter 6, we presented the first method that

estimates the optimum group size for a BI and then proposed anenhanced association

method that fully utilizes the BI giving the minimum association time. The results show

that the proposed authentication control mechanism is ableto minimize association delay
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significantly.

Finally, in Chapter 7, the second fast association method for IEEE 802.11ah is pre-

sented. In the second method, the stations are divided into several groups each having a

group head. A group head is responsible for collecting all the association requests and

sending an aggregated one block request to AP. By electing a group head in each group

and by using transmission power control to confine the transmission hearable only inside

the group, the proposed method enable concurrent association in all groups at the same

time. This strategy brings drastic fall in the total association time. The experimental

results show that our proposed methods can decrease the total association time by many

folds as compared to the original protocol. Despite of the fact that the proposed method

needs the group head, the introduced performance enhancement makes it a fruitful solu-

tion.

Our fast association methods are simple and can be implemented in any infrastructure

based network. We expect that our proposed methods will be beneficial in various M2M

applications.
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