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ABSTRACT

Energy-Efficient Network Management Protocols for

Cognitive Radio Sensor Networks

Shelly Salim
Advisor: Prof. Sangman Moh, Ph.D.
Department of Computer Engineering

Graduate School of Chosun University

A cognitive radio sensor network (CRSN) is a wireless sensor network
(WSN) in which the sensor nodes are equipped with cognitive radio. CRSN is
envisioned as a key technology to support the future wireless networks such
as seamless telecommunication, the Internet of things, and the improvement
of spectrum wutilization. Despite of its merits, CRSN vyields numerous
challenges: some being inherent to cognitive radio properties and others to
WSN  characteristics. Cognitive radio possesses dynamic spectrum access
capability. Thus, it requires a spectrum decision method to select its
operating channel. Furthermore, clustered topology is mostly favored in a
WSN. However, cluster formation becomes challenging in a CRSN environment.
Last but not least, a WSN as an application—driven network needs to maintain

an acceptable degree of reliability, which is supported by the transport
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protocol. Above all, energy conservation is of the utmost importance because
of the energy- and resource-constrained nature of sensor nodes.

In this thesis, energy—efficient network management protocols for
CRSNs are proposed, which are composed of a spectrum decision framework, a
clustering protocol, and a transport protocol. The spectrum decision
framework is distributed and it contains two spectrum selection algorithms:
random selection and game-theory based selection. This framework also
incorporates two spectrum sensing schemes of full and partial spectrum
sensing, a simple clustering, a spectrum characterization scheme
implementing Markov chain, and a cluster member coordination scheme. The
clustering protocol is compact and it efficiently achieves compact cluster
formation by adopting two sub-phases (cluster head discovery and cluster
member invitation) of cluster formation. By introducing a novel concept of
temporary support nodes, the clustering enables sensor nodes to form
clusters efficiently. The transport protocol is a content-aware data
transmission and acknowledgment method that aims to increase the network
lifetime while decreasing delay and maintaining reliability at the same time.

The performance of each proposed protocol is evaluated by means of
computer simulations and compared with the existing works. The performance
evaluation of the spectrum decision framework shows that the framework
outperforms the existing work in terms of network lifetime and coordination
overhead. The performance evaluation of the clustering protocol shows that

it achieves outstanding energy savings that prolong the network |ifetime and

- viii -



decreases both the clustering overhead and the average distance between
cluster heads and their members, compared to the existing work. Finally, the
performance evaluation of the transport protocol shows that it achieves
remarkably longer network |ifetime and shorter event-detection delay
compared to the conventional transport protocol while preserving event-

detection reliability.
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| . INTRODUCTION

Nowadays, wireless telecommunication technologies are getting more
favored compared to their predecessor, wired technologies. The most
appealing feature of wireless technology is that they do not require the
installation of transmission media, which makes their deployment
significantly faster, with lower cost and applicable for remote/challenging
terrain. Wireless technologies are also the primary foundation for mobile
and cellular communications and the promoters in realizing seamless and
ubiquitous telecommunications. In  April 2014, the International
Telecommunication Union published a report that predicted the mobile-
cellular subscriptions would reach 96% penetration rate by the end of 2014,
in which more than three quarters of the subscriptions would come from
developing countries [1]. Moreover, the same report stated that wired
technologies growth in the developing countries is slowing down, which shows

that wireless and mobile telecommunication technologies are preferred.

A. Wireless Sensor Network

In this thesis, the wireless sensor network (WSN) is of a particular
interest. A WSN is a network of a large number of densely deployed sensor
nodes [2, 3]. The sensor nodes are able to monitor various ambient

conditions, such as temperature, humidity, movement, and so forth. WSN is a
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matured technology and it has vast applications in the field of
environmental, industry, agriculture, healthcare, security, as well as
commercial and military. Numerous ideas for WSNs implementations, namely 50
sensors applications for a “smarter world” , are listed in [4] and real
deployment cases are VigilNet, AlarmNet, Luster, etc [5]. WSN is envisioned
as one of the essential foundations to realize Internet of Things (loT) [6].

The sensor nodes send the environment-sensing data to a central
repository entity called the sink node. They are battery-powered devices
with very |limited energy- and computational-resources. Thus, given the
sensor nodes’  resource-constraints nature, their energy consumption rates
determine the lifetime of a WSN. The sensor nodes have to preserve their
energy in order to extend the network lifetime by adopting energy-efficient
protocols. Energy conservation strategies can be included at the node level,
medium access control level, and network level [7]. Network—level energy
conservation, particularly clustering approach, is of a particular interest.
Clustering helps in minimizing routing activities, conserving bandwidth,
stabilizing network topology, and preserving energy [8].

Clustering is a well-known strategy in WSNs, in which nearby nodes
form a group called a cluster, and divides the data transmission activities
into intra—cluster and inter—cluster transmissions. The sensor nodes
belonging to a particular cluster do not send their data to the sink;

instead, they send the data to their respective cluster head (CH). CHs are
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responsible for forwarding the data to the sink. A clustered WSN can
significantly reduce energy consumption as well as network congestion and
data collision, compared to non-clustered one [9]. Clustering can also
reduce the transmission range needed by the sensor nodes to transmit their
data (if transmission power can be adjusted, then energy consumption will be
reduced). Adjacent sensor nodes might report similar data, thus, instead of
sending entire data to the sink, CHs perform data aggregation to reduce the
data volume and preserve energy.

Another important concern of a WSN is that it is an application-
driven network. The WSN must supply the data to meet the application’ s
objective in a reliable manner. However, the environment-sensing data are
transmitted to the sink through wireless Ilinks, making the data
transmissions prone to failure. In order to transmit the data in a reliable
manner, the adaptation of an effective transport protocol is crucial.
Especially in WSNs, the transport protocol must also ensure energy
efficiency. Reliability is related to the provision of stable and error—free
data transmissions. When a data transmission occurs, the sender should be
able to confirm that the receiver has received the data correctly. The
receiver should be able to notify the sender if it did not receive the
transmitted data or if the received data are erroneous. A straightforward
and common method to ensure reliability is by requiring the receiver to send

an acknowledgment packet to the sender on correct reception of data.
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B. Cognitive Radio

Even though wireless telecommunication technologies offer various
advantages, they also possess some inherent challenges. Wireless devices
communicate with each other by means of antennas that radiate within certain
frequency, i.e. the operating spectrum band. Fundamentally, wireless devices
broadcast their data, because of the shared-natured free-space medium. Thus,
inter ferences between multiple wireless transmitters on the same or adjacent
spectrum bands are inevitable, in which they have adverse effects on the
data reception quality. The interferences in wireless transmission lead to
higher data loss rate, lower transmission speed, higher delay, and lower
protection against security attacks [10], compared to the wired
telecommunication methods. In order to increase the quality of wireless data
transmission, researchers are actively searching for innovative methods that
aim to reduce either the interference sources or to mitigate the effects of
interference [11, 12]. As the novel methods improve the quality of wireless
data transmission, the users increase their usage and demand for higher data
capacity and faster data transmission, creating the so called “The Virtuous
Cycle of the Mobile Wireless Ecosystem” shown in Figure 1 [13]. However, in
the wearlier years, researchers were focused in improving the data
transmissions quality and rather overlooked the fact that the radio spectrum

is a limited resource and not always available. A certain spectrum band



might be unavailable for use because of: (1) the transmissions are too
crowded to allow acceptable-error data transmission; (2) the wireless
devices do not support data transmissions on that spectrum band, and (3) the

users do not have the license to transmit on that spectrum.

Consumer ~
increase Spectrum is

consumpt ion available
and demand

Applications
and content
are
developed

Advanced
networks are
deployed

[nnovative
devices are
developed

Figure 1. The virtuous cycle of the mobile wireless ecosystem.

The radio spectrum is considered as both non-renewable resource and
non-depletable resource [14, 15], which means that new radio spectrum cannot
be discovered as well as existing radio spectrum cannot be reduced (in
volume). The radio spectrum bands have been divided into two groups:

licensed spectrum bands and unlicensed spectrum bands. |In order to



facilitate internationally seamless wireless services, typically, licensed
spectrum allocations are similar across the world. The usages of licensed
spectrum  bands are regulated by the governments who create
spectrum/frequency allocations that divide the spectrum bands statically and
assign the permissible utilizations. An example of frequency allocation can
be obtained from [16]. Likewise, unlicensed spectrum bands assignments are
similar for most countries. Some unlicensed spectrum bands are allocated for
industrial, scientific, and medical (ISM) uses; however, they are also used
for data transmission (non—-ISM usage). Examples of the most popular
unlicensed bands are the 2.4 GHz and 5 GHz.

For licensed spectrum band, not only services but also users are
regulated. Usually, the government grants some wireless service providers
the authority to utilize certain licensed spectrum bands for a specified
long-term duration. During that duration, only those service providers and
their customers are allowed to transmit on the spectrum. On the other hand,
any user can transmit on unlicensed spectrum bands. As time goes by, the
usages of unlicensed bands become very crowded because there are various
usages on them, no utilization fee, and new ideas can be tested/implemented
quickly. Meanwhile, there are several field measurements that showed Iow
utilization on licensed spectrum bands. In late 2002, Federal Communications
Commission (FCC) assessed that, on daily basis, the occupancy of a certain

| icensed spectrum band was 5 to 12%, with peak utilization at 85%, in some
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cities in the United States [17]. Newer surveys revealed similar results in
different regions [18, 19]. The unbalanced situation makes the overall
spectrum utilization low.

In order to improve the spectrum utilization and to accommodate the
unlicensed spectrum users, an idea arose, to allow unlicensed users to
transmit on the licensed band opportunistically. This approach introduces
two types of users: incumbent /| icensed/primary users and
unlicensed/secondary users. The term primary user (PU) and secondary user
(SU) are used throughout this thesis. The most fundamental requirement for
SUs to be allowed to transmit in the licensed band is that their
transmission must not impede the transmissions of PUs. SUs need wireless
devices capable of detecting PUs transmission, operating on a wide spectrum
band, and switching the operating spectrum/channel. Cognitive radio (CR)
supports those capabilities and more (in some works, SU is also called CR
user).

The term CR first emerged from a dissertation work of Mitola about
advanced software-defined radio in 2000 [20]. However, the definition of CR
adopted here follows the thorough description by Haykin in [21], in
agreement to the more general description by FCC [22], that is: “A
cognitive radio (CR) is a radio that can change its transmitter parameters
based on interaction with the environment in which it operates.” The

ability to adjust the transmission parameter is also called
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reconfigurability, which, together with cognitive capability, was added by
Akyildiz as the two main characteristics of CR [23]. In agreement with the
definition of cognitive/cognition in psychology, cognitive capability refers
to the ability of learning and reasoning. Reconfigurability reacts on the
outcome of the cognitive stage and modifies the transmission parameters
accordingly.

Since CR" s introduction, it has received a lot of attention. Many
features of CR and their implementations on existing wireless networks are
studied extensively [24, 25]. International standardization bodies are
developing standards to guide the implementations of CR, in which the first
standard is the |EEE 802.22 published on 2008 [26, 27]. CR is also included
in various types of wireless networks, resulting in new types of wireless
networks: CR ad hoc networks [28, 29], CR sensor networks [30], CR mesh
network [31], and so forth. Moreover, CR is foreseen to be the supporting
technology for the fifth generation (5G) of cellular wireless standard [32].

Operations of CR follow the so called cognitive cycle, which consists
of: spectrum sensing, spectrum management, spectrum mobility, and spectrum
sharing, as shown in Figure 2. In spectrum sensing, CR device tunes to each
channel within the spectrum band and senses the radio frequency to determine
whether there are ongoing data transmissions. Licensed channels without any
transmission detected are called vacant channels, spectrum holes, or white

spaces, which can be utilized by SUs. In spectrum management, CR device
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analyzes the results of spectrum sensing and decides the operating channel
by executing a set of rules or decision making methods. Spectrum mobility
deals with changing operating channel to maintain uninterrupted data

transmission and spectrum sharing considers transmission opportunity

fairness between SUs.

Spectrum access . ; Spectrum access
Radio environment

Spectrum band condition

Spectrum : .
[ nohi Lty ] [Spectrum senS|ng] [Spectrum sharlng]

4

N
VCharacterized spectrum band

— Spectrum management ] —
Spectrum decision J Spectrum decision

Figure 2. CR cycle.

The main trigger of enthusiasm in CR is to improve the spectrum
utilization, especially in the licensed spectrum band. The expectation is,
if PUs share their spectrum band with SUs, then spectrum utilization will be
increase. This scheme is called spectrum sharing between PUs and SUs or

inter—spectrum sharing, which can be supported, in the simplest manner, by
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setting a rule that SUs must not interfere with PUs’ activity (in practical,
this rule is rather difficult to follow [33]). At the same time, SUs should
also share the transmission opportunities between themselves. Adopting the
assumption that there is no prioritization between SUs (recent concepts
introduce tertiary users [34]), the issue of spectrum sharing between SUs or
intra—spectrum sharing should be addressed as well. In other words, spectrum
utilization must be increased, hence, inter—spectrum sharing enabled by CR
is encouraged and it is enabled by CR, however, as a consequence, intra-
spectrum sharing issue arises. Intra—-spectrum sharing could be accomplished
by adopting an effective spectrum decision method.

Spectrum decision is a part of spectrum management which selects an
operating channel among a number of possible channels. In spectrum decision,
cognitive capability of the CR by means of machine learning and decision
making algorithm is applied. The fundamental requirement of spectrum
decision is to select a channel that is reported vacant by spectrum sensing.
In the case of single SU, the spectrum decision may choose the best channel
(in terms of signal to noise ratio, bit error rate, and so forth) as the
operating channel. However, to communicate, there is no case of single user.
In a CR network with multiple SUs, simply selecting the best channel as the
operating channel may not turn out to be the best solution. For example, in
Figure 3, sensor A selects channel 3 as its operating channel to transmit

data to sensor C because channel 3 has the highest signal to noise ratio
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(SNR). Meanwhile, sensor B also set its operating channel to channel 3
because of the same reason. When sensor A and B transmit their data at the
same time, interference might occur on the receivers’ side. Therefore,
simply selecting the best channel may not be optimum, especially to support
intra—spectrum sharing. Each SU has to consider and predict the actions of
other SUs on its surroundings. SUs wil | perform better by selecting the most
suitable channel. In the proposed spectrum decision framework, game theory
is applied because it considers the interactions between multiple decision

makers, i.e. the SUs.

N

Figure 3. Spectrum decision may cause interference on the receivers’ side.
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Game theory is a decision—-making theory under uncertain and
interdependent situations; that is, the actions of the decision makers
affect other decision makers [35]. It models and analyzes interactive
decision conditions to predict the result of interactions among decision
makers. It outperforms mathematical analysis of wireless networks [36]. In
general, there are two types of games: cooperative game and non—cooperative
game. In cooperative games, the players are able to communicate between them
to arrange their strategies for achieving a social goal. In non—cooperative
game, there is no communication between players and each player aims to
maximize its own profit. A comparison of cooperative game and non-
cooperative game could be found in [37]. The proposed spectrum decision
framework belongs to non—cooperative game.

As the merits of WSN and CR have been presented, integration of CR to

the WSN, i.e. a CR sensor network (CRSN), is of a particular interest.

C. Cognitive Radio Sensor Network

The idea to combine WSN with CR by integrating CR at the sensor nodes
is a promising one. In the near future, we can expect multiple WSNs deployed
within the same area. However, WSNs are only allowed to transmit in the
unlicensed channels, where they share the channels with numerous other

wireless devices and suffer from interferences. Considering that the data
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collected by the WSNs are crucial, WSNs have to be supported with a method
to improve their channel access. CR allows the sensor nodes to access the
vacant |icensed channels opportunistically and its reconfigurability can be
exploited to conserve the energy of sensor nodes. The resulting network of
CR integration with WSN is called a CR sensor network (CRSN).

However, resource-constrained sensor nodes are required to perform
the CR tasks in addition to their original tasks, resulting in increased
energy consumption. Moreover, CRSN inherits the unique characteristics of
WSNs, such as it is an application—-driven network, the sensor nodes are
energy-constrained, the data transmission is usually delay sensitive (real-
time) and the data transmission flow is many-to-one, among other features.
The SUs are the sensor nodes in a CRSN and the term SUs and sensor nodes are
used interchangeably.

Spectrum decision alone is not sufficient for a CRSN. Thus, a
framework that supports the entire operations of a CRSN is composed. The
proposed spectrum decision framework is distributively carried out by each
sensor node. It consists of three modules: spectrum sensing module, spectrum
decision module, and data transmission module. Two spectrum sensing schemes
and a simple residual energy-based clustering in spectrum sensing module are
incorporated. The spectrum decision module contains a Markov chain-based

spectrum characterization, a game theory-based spectrum selection method, a
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cluster member coordination scheme, and a spectrum access scheme. The data
transmission module is a schedule-based one.

Another issue in a CRSN is clustering. Clustering in a CRSN is
similar to clustering in an ordinary WSN. Each cluster consists of one
cluster head (CH) and a number of cluster members (CMs). Clustering is
considered a proper topology handling method for a CRSN, primarily because
only the CHs need to perform CR management tasks instead of all the sensor
nodes, which reduces the total energy consumption. However, clustering in a
CRSN has an additional requirement: that is, to form a cluster, the sensor
nodes not only have to be in the transmission range of one another but also
have to operate in the same communication channel, as illustrated in Figure
4. This limitation might cause a poor cluster formation. Fundamentally,
clustering in CRSNs should consider the energy consumption of the sensor
nodes because this directly affects the network lifetime. In the same
approach, clustering overhead has to be minimized in order to achieve
efficient power consumption, while supporting both event-driven and regular
data collection.

Lastly, transport protocol plays an important role, especially in
sensor networks, to provide reliability. However, studies on designing
transport protocols to suit CRSNs are relatively few in number. The existing
works on transport layer protocols for WSNs are not suitable for CRSNs

because they do not consider the aspect of dynamic spectrum access [38, 39].
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A content—aware transport protocol for CRSNs to preserve energy and maintain

reliability is proposed.

(a) (b) (c)

Figure 4. Clustering requirements in a CRSN.

D. Research Objectives

The main objective of this thesis is to support CRSNs with energy-
efficient network management protocols in order to prolong the network
lifetime, to improve performance parameters, and to support the integration
of CR and WSN. Thus, a spectrum decision framework, a clustering protocol,
and a transport protocol are proposed. The spectrum decision framework is
essential to achieve the fullest of CR’ s functionalities efficiently and to
assist those functionalities to benefit the target application of CRSNs. The
framework enables the sensor nodes, as SUs, to perform inter—spectrum

sharing as well as intra-spectrum sharing. A clustering protocol is designed

_15_



particularly to suit multiple and heterogeneous channel conditions in CRSNs,
which could not be accomplished by traditional WSN clustering. The proposed
clustering protocol is a refinement of popularly adopted clustering concept
with an addition of a novel approach, namely temporary support nodes.
Finally, CRSNs as application—-driven networks needs to ensure the data
transmission reliability, thus a content—-aware and reliable transport
protocol is proposed. The contributions of each protocol are presented in

the respective protocol’ s chapter.

E. Thesis Layout

The rest of the thesis is composed as follows: in chapter 2, related
works of the three proposed protocols are represented. Then, descriptions of
the distributed spectrum decision framework, the compact clustering protocol,
and the robust transport protocol are provided in chapter 3, 4, and 5,
respectively. In each chapter of the proposed protocol, the composition is
as follow: starting with preliminaries and basic assumptions adopted in the
respective work, explaining the proposed protocol in detail, discussing the
per formance evaluation results, and lastly, delivering the conclusions.
Finally, the overall conclusions of this thesis and consider a number of

future works are provided in chapter 6.
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| 1. RELATED WORKS

In this chapter, the works related with the proposed protocols are
presented. To the best of our knowledge, there was no related work in the
field of spectrum decision framework for CRSNs vyet. Several spectrum
decision methods were proposed for general/other types of CR network. As a
matter of fact, there is no standardized definition for spectrum decision.
In other works, the selection of operating channel might be referred to
spectrum management, spectrum access, spectrum assignment, spectrum sharing,
and so forth. Thus, a work is considered as a related work, if it performs
similar operations as the proposed framework. Likewise, no transport layer
protocols have yet been designed for CRSNs. Thus, some transport protocols
for WSN and other types of CR network are presented. Several works have
reported clustering algorithms for CRSNs. For each proposed protocol, one

work is selected as a comparison work.

A. Spectrum Decision Methods

A survey paper about spectrum decision in CR networks mentions that
there are three main functions of spectrum decision:  spectrum
characterization, spectrum selection, and CR reconfiguration [40]. Similar
statement could be found for CRSNs, that the spectrum decision consists of

three sub—-processes: spectrum allocation, spectrum access, and spectrum
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handoff [41]. In the proposed framework, the most essential functions are
extracted and the spectrum decision module consists of: spectrum
characterization, spectrum selection, cluster member coordination, and
spectrum access.

There are several works dealing with spectrum management for CRSNs. A
naive approach, called ordered channel assignment [42] requires control over
PUs channel decision, which is rather unrealistic. New parameters to support
channel assignment are proposed in [43, 44], where they use R-coefficient to
represent predicted residual energy and value of the spectrum usability to
represent spectrum idle rate and spectrum quality, respectively. Both works
showed improved performance but one work lacks what another work covered. In
another words, a method that is energy-aware as well as spectrum—aware would
be preferred. Channel assignment is combined with routing in [45] with
packet-based channel assignment. While the consideration to routing might be
one of the appeals of this work, it is rather not an essential issue in
CRSNs, because fundamentally long distance data transmission is enabled by
CR reconfiguration. Similar drawback could be inferred from grid-based
channel assignment [46]. Markov decision process is adapted in channel
allocation [47] and operation mode selection [48]. Markov decision process
and game theory are both decision making algorithms in which the decision
makers interact with opponents in a dynamic environment. However, as

discussed in [49, 50], game theory is considered more suitable than Markov
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decision process in an environment with multiple agents (decision makers)
and their actions contribute to the dynamics of the environment. A
centralized spectrum allocation based on game theory is proposed in [51].
While centralized approach is plausible because there is at least one sink
in a CRSN, it does not cope well with the spectrum heterogeneity over time
and space. The result of centralized spectrum allocation might be not
optimum for every sensor node, not to mention the additional overhead cost.
There are a lot more works of spectrum decision methods as well as
general decision making algorithms for CR network and its varieties (except
CRSNs). An analysis of load-based, interference-based, and joint of both
showed that basic metrics were able to improve the performance of cognitive
ad hoc network, though only for certain cases [52]. Novel parameters for
spectrum decision were proposed, such as request index to represent the
quality of service requirements of SUs [53], channel usage state [54], and
outage probability [55]. While those works applying new parameters showed
improved performance in various metrics, the definition of parameters were
fixed. An online learning was used in spectrum decision algorithm based on
predictions; however, the focus was merely to calculate the probability of
handover [56]. Similarly, specific purpose spectrum decision methods are
proposed in [57, 58, 59] in which they were focused on time minimization and
security issues. An energy—aware spectrum decision framework is proposed in

[60] where it includes an energy monitoring unit with a predefined threshold.
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A spectrum decision framework for CR network proposed in [61] is
selected as the comparison work of the proposed framework. The reasons are,
similar with the proposed work, the comparison work proposed a framework, it
has been highly cited by other papers, and it is a complete and detailed
work with strong numerical analysis and improved performance evaluation
results. The comparison work proposed two algorithms under its spectrum
decision block: minimum variance-based spectrum decision (MVSD) and maximum
capacity-based spectrum decision (MCSD). The proposed framework is compared
only with MVSD because it was designed to support real-time applications.
The admission control function is excluded because in the network scenario,
there would be no new sensor nodes installed in the middle of the network
operation. MVSD is a centralized approach applied in an infrastructure-base
CR network in which the base station performs the spectrum decision. The CR
nodes or sensor nodes perform spectrum sensing, send the results to the base

station, and wait for the spectrum decision results.

B. Clustering Protocols for CRSNs

In some works in the field of CRSNs, the clustering methods are
assumed or fixed [62, 63, 64]. Event-driven spectrum-aware clustering [65]
creates temporal clusters for each event based on the position, node degree,

available channels, and distance to the sink. The clusters are no longer
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available at the end of the event. Thus, event-driven spectrum-aware
clustering is only suitable for WSNs intended for event-driven applications.
Distributed spectrum-aware clustering (DSAC) [66, 67] uses the local minimum
distance obtained by information exchanges to merge two nearby nodes or
clusters that share the same available channels. The cluster formation
process is repeated until the optimal number of clusters is reached. The
adaptation of the low-energy adaptive clustering hierarchy (LEACH) protocol
to suit CRSNs was reported in [68]. The proposed clustering protocol is
compared to DSAC scheme because DSAC also focuses on clustering in general-

purpose CRSNs, as in the proposed clustering protocol .

C. Transport Protocols for General CRN

Generally, transport protocols wused in WSNs can be categorized
depending on whether they focus on reliable transmission or on congestion
control. Event-to-sink reliable transport (ESRT) [69], reliable multi-
segment transport (RMST) [70], and “pump-slowly, fetch—quickly” (PSFQ)
transport [71] are some protocols that have been proposed to achieve
reliable transmission. The ESRT protocol reduces energy consumption by its
low complexity but its transmission speed depends on the environment. The
RMST protocol has a drawback of decreased energy efficiency because of its

high complexity, but it has an advantage of highly efficient memory
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management. The PSFQ protocol reduces the transmission speed considerably,
but it quickly restores reliability. The representative protocols for
congestion control are the congestion detection and avoidance (CODA)
protocol [72] and the sensor transmission control protocol (STCP) [73]. The
CODA protocol controls network congestion by allowing the nodes to control
the transmission rate after congestion is detected. The drawback of this
protocol is that the loss of the ACK packet makes the transmission rate,
delay, and response time longer because of network congestion.

The existing works on transport layer protocols for WSNs are not
suitable for CRSNs mainly because they do not consider the aspect of dynamic
spectrum access. Several transport protocols have been proposed for general
CR wireless networks and CR ad hoc networks. These transport protocols do
not consider the resource limitations of the sensor nodes, especially the
energy constraint. One of the frequently—cited transport protocols is the
transport protocol for CR ad hoc networks (TP-CRAHN) [74]. TP-CRAHN adapts
TCP to suit the CR environment by creating six states, including spectrum
sensing and spectrum change. A continuation work of TP-CRAHN can be found in
[75]. The proposed transport protocol is compared with TP-CRAHN, which
originally was developed for CR ad hoc networks. It is selected as a
comparison work because it is one of the earliest and the most cited

transport protocol in CR network environments.
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I'11. DISTRIBUTED SPECTRUM DECISION

A. Introduction

Spectrum decision is a significant component in CR-based networks. In
this Chapter, a spectrum decision framework suitable for a CRSN is designed
and evaluated. Motivated to improve the performance of CRSNs, the
contributions of the spectrum decision framework are as follows: (1) a
complete framework for a time-slotted CRSN, (2) two types of spectrum
decision algorithm, namely random selection and game-theory-based selection,
and (3) simple yet effective supportive protocols for clustering, spectrum
sharing, and spectrum access. The spectrum decision framework is called an
energy—efficient distributed spectrum decision (EDSD) framework.

The EDSD framework is designed for CRSNs with numerous sensor nodes
placed randomly in an area of interest and a sink located at the center of
the area. The sensor nodes are battery-powered without energy-harvesting
ability. The CRSN is able to access three spectrum bands: television (TV),
ISM 2.4 GHz, and ISM 5 GHz. The TV band consists of 30 channels [76] and the
first channel being the common control channel. The CRSN is located in an
urban area where the incumbent users of the TV band (herein PU) exist. The
maximum number of PUs is predetermined, but the number of PUs at a certain

time is not fixed. The PUs can be either active or passive. A PU is active
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when it transmits or receives a data transmission; otherwise, it is passive.
A passive PU can become active, and vice versa. PUs can change their
operating channel and move their location while they are active. Mobility to
PU is included because some smart phones are embedded with a TV receiver.

The CRSN’ s operations are performed in frames. It is a time-slotted
network where the management and transmission activities are performed in a
certain time slot during a frame. A frame is equal to 2 s and divided into
111 time slots where each time slot equals 18 ms [77] and the last time slot
is equal to 20 ms.

Two channel models are included, each for licensed and unlicensed
channels. Sensor nodes perform spectrum sensing in licensed channels to
obtain the information on the channels’ occupants. Sensor nodes are
prohibited to use a licensed channel when it is sensed as not vacant. They
can use any unlicensed channel regardless of the channel condition. The
unlicensed channel is modeled in terms of peak interferences. Peak
interferences take place on a channel, and they affect two adjacent channels.
When a sensor node selects an unlicensed channel with high interference,
transmission failure probability of is higher, whereas when it uses a
| icensed channel, transmission success is guaranteed unless the total number
of sensor nodes transmitting on the channel is higher than a threshold.

Otherwise, the probability of transmission failure increases with the number
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of channel occupants. A licensed channel is defined as the common control
channel (CCC). The CCC is used exclusively to transmit control packets.

Each sensor node is equipped with one CR transceiver; thus, it is
able to tune in one channel at a time. Meanwhile, the sink has two CR
transceivers, in which one transceiver is always tuning in the CCC and
another can switch its channel. The sink can broadcast its control packets
on the CCC so that every sensor node can receive them. Fundamentally, the
sensor nodes are also able to transmit to the sink directly, enabled by the
CR’ s reconfiguration ability. However, direct transmission is not favorable
because long-distance transmission requires high energy consumption.

EDSD framework is designed for CRSNs to suit environmental
maintenance systems that require periodic data collection. In the long term,
the expectation is that EDSD framework will contribute to the realization of

the smart city concept or to support loT.

B. Energy—Efficient Distributed Spectrum Decision (EDSD)

F ramework

The EDSD framework has two operation modes: coordination mode (C mode)
and data transmission mode (D mode). A frame can be in either C mode or D
mode. In C mode, coordination activities take most parts of the frame,

whereas in D mode, environment—sensing data collections are encouraged. Both
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modes consist of the same modules: spectrum sensing, spectrum decision, and
data transmission module. The duration of spectrum sensing (fs) is maximized
in C mode to support full spectrum sensing, and it is minimized in D mode
because only partial spectrum sensing is performed. On the other hand, the
duration of data transmission (#s) is maximized in D mode. The duration of

the spectrum decision (#s,) for both modes is the same (see Fig. 5).

Coordination mode (C mode)

% 1 frame {
Spectrum sensing Spectrum decision| Data
transmission

‘l tss ‘l J[sd ; J[dt 1
Data transmission mode (D mode)
1 1 frame |
Spectrum sensing| Spectrum decision | Data transmission

tss s f t'sd . il — tdt — 1

Figure 5. The modules of C mode and D mode.

The operation mode of the first frame is C mode and the operation
mode of the following frames is decided by the sink. The last time slot in
each frame is allocated for sensor nodes to report to the sink whether they
require C mode. Two types of C-mode request are defined: normal request and

urgent request. |f the sink receives at least one urgent request, it decides
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that the next frame will be a C mode. When the sink receives normal requests,
it does not immediately set the next mode to be a C mode, but waits unti
the number of frames associated with normal requests has exceeded a certain
threshold. If there is no request at all, then the next mode is set to be D
mode. The conditions in which a sensor node requests C mode are explained in
the next section. Whenever a C mode is performed, the previous clustering
topology is invalid and is resettled.

The sensor nodes are divided into three classes: sensor node (SN),
cluster head (CH), and cluster member (CM). Class SN represents the initial
sensor node class before the clustering protocol is carried out. The details
of the EDSD framework are explained using following notations are used:

e A set of N sensor nodes acting SUs S = {S;,, &, -, S} with status(S;) e

{active, passive} and class(S;) € {CH, CM, SM, 1 < [ < M.

e Aset of MPUs T={T;, T,, -, Tyt with status(7;) e {active, passive}, 1
< /=M
e A set of (/+1) licensed channels A = { Ay, A;, As, -, A} and its SNR

observed by S, SMR; = {SMR,, SNAR», -+, SNA}.

e A set of A unlicensed channels B8 = {B;, B,, -+, B«} and its SNR observed
by S SMR™ ;= {SMR" 4, SMR" 5, -+, SMR™ 4«}.

e A common control channel (g = Ap

e An operating channel of S on current frame 7 = (C)); = A, or B, or O,

where 1 < x =< [, 1 = y < K, and & means empty set.
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A backup channel of S, on current frame 7= (C" ;); = A, or B, or &, where

1< x< 1< y< K oand (C )+ (C)y.

o Status(A,); € {avib, not avib, obs/, idle, busy}, 1 < x < [, observed
by §;.

o Status(B,);, € {clean, noisy, unknown}, 1 < y < K, observed by S;.

e CH type = type(CH); € {0, 1, 2, 3, 4}, class(S;) = (CH), 1 < | < N

—

. Spectrum Sensing Module

Full spectrum sensing (FSS) and partial spectrum sensing (PSS) are
performed in C mode and D mode, respectively. The tasks in FSS and PSS are
shown in Figure 6. In FSS, the sensor nodes perform spectrum sensing on
entire licensed channels, that is, spectrum sensing set = {A;, A», -+, A} (A
is Cg). Using one of the spectrum sensing methods, the sensor nodes obtain
the information of whether there is an ongoing transmission on a channel,
and record the channel’ s SNR. (The SNR calculation is explained later.) If
there is no PU transmission detected by S on Ay, then

Status(A.), = (avib), (1)
otherwise,
Status(A,), = (not avib), (2)

for 1 < x< [, 1< /<N and status(S;) = (active).
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Figure 6. Spectrum sensing module.

To prevent false detection of PU transmissions, all sensor nodes must
not perform any data transmission during FSS (quiet period). The activities
in FSS are not only spectrum sensing but also sleeping for a random time
(delay). The sensor nodes sleep for a random duration (which may be
different per sensor) before they start to perform spectrum sensing. The
main purpose of random delay is to support the clustering protocol. Moreover,
the expectation is, that a random delay will increase the variability of
spectrum sensing results compared with when all sensor nodes start their
spectrum sensing at the same time. The random delay is brief, and its
maximum duration is predetermined.

In PSS, the sensor nodes perform only spectrum sensing on their
operating channels and backup channels selected from a previous frame. PSS
is performed in a D mode in which the clustered topology is preserved and

the sensor nodes are either CHs or CMs. First, the CMs check the
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connectivity to their CHs by sending a control packet. Meanwhile, the CHs
examine the status of their backup channel (whether the backup channel is
empty or not), and when they receive the control packets from their
respective CMs, they reply with an acknowledgement and the status of the
backup channel. After those control packet transmissions are finished, all
sensor nodes (CHs and CMs) perform partial spectrum sensing. |f there is no
PU transmission detected by S; on its operating channel selected from the

previous frame ((C/)pe). then

Status(C,) ., = (avib), (3)

forev

otherwise,

Status(C,),,,, = (obs/), (4)

forev
for 1 < / < Nand status(S;) = (active).

Spectrum sensing on the backup channel is performed only when the
backup channel is not empty, i.e., (C" /)ie * @. Similarly, if there is no
PU transmission detected by S; on (C" ;) fprey, then

Status(C'; )., =(avib), (5)

forev
otherwise,

Status(C', ),,., =(obs), (6)

forev
for 1< /7 < Nand status(S;)=(active).

The CMs send their spectrum—-sensing results to their CH. As the CRSN

continues to operate, the sensor nodes eventually deplete its energy and
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become inactive. If a CH becomes inactive, its CMs would not receive
acknowledgement packets; thus, they would go to sleep and wake up at the
last time slot of the current frame to send urgent requests for C mode
because an inactive CH causes the entire cluster to be inactive. If a CH
does not receive any control packet (all of its CMs are inactive), it
proceeds to the next activities and modules, and also sends a normal request
for C mode at the last time slot. Aside from the energy depletion of the
sensor nodes, the operation channel’ s quality degradation also causes the
CHs or CMs to be unable to receive packets from each other. However, the
protocol does not differentiate those causes of failed transmissions.

In FSS, the outcomes are a list of licensed channels, their status
(available or not available), and variables to calculate SNR. In PSS, the
outcomes are a list of operating channels and backup channels, their status
(available or obsolete), and the variables to calculate the SNR. [|f the
operation mode is C mode, then the sensor nodes continue to perform

clustering; otherwise, they perform spectrum decision module directly.

2. Residual Energy-based Clustering

EDSD framework also includes a clustering protocol, called residual-
energy-based clustering. This protocol is triggered during C—mode operation
only. A sophisticated clustering protocol is avoided despite its performance

improvement because in a CRSN there are additional energy—-consuming
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spectrum-related activities compared to traditional WSNs. Therefore, to
minimize energy consumption, a simple clustering method is included. The
clustering protocol is included in the spectrum sensing module as a part of
FSS. Some parts of the clustering protocol start before spectrum sensing,

and the rest begin after spectrum sensing, as illustrated in Figure 7.

Check residual energy
Set delay
v
I Sleep I
v
| Spect runll sensing |
Search for CH beacon
Create CH list and sort

le

v
Send join packet

Beacon Check operating channel
o Receive join Channe

I} v

I Process registration l— “Registration SEECE~

Figure 7. Residual-energy-based clustering.
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Initially, all sensor nodes are in the class sensor nodes, class(S;) =
(SV), Vi. First, the sensor nodes check the residual energy and set the
maximum limit of the delay based on it. |f the residual energy is high, then
the maximum |imit of the delay is low, and vice versa. Next, the actual
delay duration is set randomly, following a uniform distribution with zero
as the minimum value and the previously settled maximum |imit as the maximum
value. The sensor nodes go to sleep during this delay and wake up to perform
spectrum sensing (as explained in the previous section). The sensor node S,
listens on the Cg for CH beacons, creates a CH /ist = {CH;,, CHo, -, CH},,
and sorts the CH_//st based on the received signal strength indicator (RSSI)
in a descending manner. The reason for adapting a random delay is that
without a random delay, every sensor node would perform the same activity at
the same time, which would result in no CH found when they try to find a CH
because every sensor node is currently finding a CH. Later, when each of
them decides to become a CH, probably no node is looking for a CH anymore
because all of them have also become CHs.

The sensor nodes try to join the CH on the top of the list first. The
cluster registration method is as follows: the sensor node sends a join
packet to the CH, and the CH replies with operating channel information. The
sensor node checks whether the assigned operating channel is idle on its
side. (The spectrum sensing result might be different spatially.) If the

assigned operating channel is available, then the sensor node S; becomes a CM
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of that CH, i.e., cl/ass(S) = (CM), sets its operating channel as the
assigned operating channel, and goes into sleep state until the end of the
spectrum sensing module. |f the assigned operating channel is not available,
then the sensor node checks the CH list and tries the next CH on the list,
given that the remaining time is sufficient. Otherwise, the sensor node
becomes a CH, i.e., c/ass(S;) = (CH). A sensor node also becomes a CH if it
cannot find any CHs from the first time.

When a sensor node becomes a CH, it selects one of its available
channels as its operating channel randomly, transmits beacons on the (g,
waits for any join packet, and responds to the join packet with information
about its operating channel. However, the randomly selected operating
channel is a temporary one because spectrum decision module is not executed
yet. Temporary operating channel is included as a basic requirement in that
both parties (CH and CM) find the operating channel as a vacant channel. At
this stage, the CH type is type O (zero), i.e., type(CH), = 0. (Explanations
about CH type are in the next section.) The outcome of the clustering
protocol is that each sensor node has selected its class as either a CH or a

CM. Afterward, the sensor nodes continue to the spectrum decision module.

3. Spectrum Decision Module

In the spectrum decision module, the CHs are responsible for

selecting an operating channel and a backup channel, and managing their CMs.
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The selected operating and backup channels may be licensed channels or
unlicensed channels. There are four tasks in the spectrum decision module:
spectrum characterization, spectrum selection, CM coordination, and spectrum
access (Figure 8). These activities are similar in both operation modes
except that in D mode some of the activities are shorter because the sensor

nodes update the information regarding two channels only.

////’> Cluster head Cluster member ‘\\\\
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Figure 8. Spectrum decision module.
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a. SpectrumCharacterization

Al'l sensor nodes (CHs and CMs) perform spectrum characterization, and
the tasks are the same in both C mode and D mode. Although CMs are not

involved in spectrum selection, they need to characterize the spectrum in
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order to update the spectrum history, which they will use if they become CHs
on the next frame. The input of spectrum characterization is the outcome of
the spectrum sensing module, i.e. the equation (1) - (6). The sensor nodes
characterize the licensed channels in C mode, and characterize the operating
channel and backup channel in D mode. The SNR calculations for |licensed

channels (SM3,) and unlicensed channels (SM?™ ,) are different, as follows:

SNE)X = (/DPUS/Q/?a/ )X / (PPUno/se ) X’ ( 7)
and
SNRIJ/ = 'Dh/ghesz‘no/se - (’Dno/se ) ¥ ( 8 )

for 1 < x < Land 1 < y < K observed by S;, where (Poysigna/)x iS the power
received from the closest PU on channel A, inside the sensor node s
transmission range, (Poymwise)x IS the power received from all PUs except for
the closest one inside its interference range, Fhigrestnoise 1S the maximum
noise level, and (Pse), is the actual noise level on channel B,. (SM?" , is
not actually a ratio.)

Using these SNR calculations, the best SM?, is equal to 0/0, because
that value means that there is no PU at all. The next best SM3 is equal to
0/V (V is an arbitrary value) because it means that all PUs are outside the
sensor node’ s transmission range, even though there are PUs inside its

interference range. In the protocol, the value 0/0 is replaced to 1 (one)
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and 0/V to 0 (zero). Using the SNR value, the status of the licensed channel
is updated. If SVA, = 1, then

Status(A,), = (idle), (9)
otherwise,

Status(A,), = (busy), (10)
for 1 < x < [, observed by S;. (Note that this status is different from
status(Ay); = (avlb) and status(Ay); = (not avib).)

The channel status update for an unlicensed channel is as follows: if
SMR™ , is higher than a predetermined threshold, SM?" ;nes, then

Status(B,), = (clean), (11)
otherwise,

Status(B,), = (noisy), (12)
for 1 < y < K, observed by S;.

Spectrum sensing is not performed on the unlicensed channels, thus,
the information about them only exists if the sensor nodes ever have to use
unlicensed channels as their operating/backup channel (operating/backup
channel sensing is performed in partial spectrum sensing). Otherwise,

Status(B,), = (unknown), (13)
for 1 < y < K, observed by S;, and (Poise)y = 0 or SMR™ |, = Prigrestnoise-

A Markov chain to predict the channels’ status and to update the

channel holding time is incorporated. Channel holding time is defined as the
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expected “time” that the channel will remain idle or clean for licensed
and unlicensed channels, respectively. The “time” refers to the number of
frames. The Markov chain provides a simple ability to learn and predict. A
Markov chain for each licensed channel and unlicensed channel is created, as

shown in Figure 9.

Figure 9. Markov chain for (a) licensed channels and (b) unlicensed channels
(p = probability of an idle channel becomes busy, ¢ = probability of a busy
channel becomes idle, p° = probability of a clean channel becomes noisy,

and ¢’ = probability of a noisy channel becomes clean).

The values on the Markov chains are updated based on the spectrum

characterization status. (Only the operating and backup channels are updated

on D mode). The values (1 - p) and (1 - p’ ) are considered during the
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spectrum selection task for |icensed channels and unlicensed channels,
respectively. The channel holding time is calculated as follows:
If (1 - p)' > pires for a licensed channel and (1 - p” ) > 0’ i1hes fOr an

unlicensed channel, ¢ = 1, and f,.,, = 1, then

and

~
£l
5
3

(CHT',), =(CHT', )y + 1 (15)

t=1
for 1 < x < [, 1 £ y< Kobserved by S; at current frame 7, where (CHT,);
and (CHTy) rorey are the channel holding times on channel A, for the current
frame and the previous frames, respectively. Similarly, (CHT ,); and
(CHT" ) rorey are the channel holding times on channel B, for the current frame
and the previous frames, respectively. The terms (1 - p) and (1 - p ) are
the probability of an idle channel to remain idle and a clean channel to

“and (1 - p )" are the

remain clean, respectively. The terms (1 - p)
probabilities that an idle channel will remain idle or a clean channel will
remain clean, for time ¢. The terms pires and o’ ;nes are predetermined
probabilities. The term f,, is the highest integer for which the statements
(1 - 0> piresand (1 - p” )> p" 1pes are still valid.

[T (1 - p) < Pies TOor a licensed channel and (1 - p’ ) < 0 ;pes fOr

an unlicensed channel, then
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and

1 1 1
(CHT,), = 5(CHT', ). (17)

for 1 <= x =< [, 1< y < Kobserved by S; at current frame f.
If p=0 for a licensed channel and p° = 0 for an unlicensed channel,

then

(CHT,), = (CHT,) ., +CHT,

max’

and

(CHT',), = (CHT', )0, + CHT (19)

max ?

for 1 <= x =< [, 1 < y < Kobserved by S at current frame 7, where CH7x

and CHT ,.x are predetermined constants.

b. SpectrumSelection

Spectrum selection tasks are performed only by the CHs. CMs go to
sleep to save energy during spectrum selection tasks, and they wake up to
receive configuration settings at the beginning of CM coordination tasks.
The input for spectrum selection is the characterized channels from spectrum
characterization, whereas the output is the selection of one operating
channel and one backup channel. The spectrum selection tasks of C mode and D

mode are different because of the nature of the selection. In C mode, the
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goal is to select an operating channel and a backup channel, whereas in D
mode the goal is to decide whether the current operating channel can be used
or needs to be changed.

For spectrum selection in C mode, the CHs are divided into four types
depending on the number of idle licensed channels (initially, all CHs are

type 0). The CH types are:

for 1 < / < Nand class(S;) = (CH), where type(CH); is the CH type of S,

and (A,4.); is the set of idle licensed channels observed by S;, i.e.,

(/%we» ::{/iw’/tz’~-’/kﬂ7
=1{A,, | A, € Astatus(A,,) = (idle) 1< v < L},

where v is an arbitrary value, 1 < v < [, and Ay; +F Ao+ - + A
For S; with type(CH), = 1, because there is no idle licensed channel,
both the operating channel and backup channel for the current frame, (C;);
and (C" ;)s, are selected from a set of unlicensed channels. Hence,
[(C).(C))]1=1(C), €(B,...).(C,) e{(B,..,), —(C)}. (22)
for 1 < / < N and class(S;,) = (CH), where the set (B.jess); iS the clean

unlicensed channels of S;, i.e.,
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(BC/ean)/ = {By1, BJ/Z""’Byk}/

(23)
=1{8,, |18, € B,status(B,,) = (clean)1<v < K},,

where v is an arbitrary value, 1 < v < A, and B,; + B+ F By.

For S; with fype(CH), = 2, the operating channel is set to be the only
idle licensed channel, and the backup channel is selected from (B,/0a,);. For
S, with tye(CH); = 3, one of its idle licensed channels is set as the
operating channel, and the remaining one idle |icensed channel is set as the

backup channel. Hence,

[(C),.(C))1=[A,.(C)), € B,..);1. (24)
for 1 < /7 < N, class(S;) = (CH), and type(CH), = 2.

[(C),.(C))]1=[As Azl or A, Al (25)
for 1 < / < N, class(S;) = (CH), and type(CH),; = 3.

Additionally, for S, with #we(CH), = 2 or twel(CH), = 3, the S
broadcasts the |icensed channel selection on the C.. For S with type(CH);, =
4, it performs spectrum etiquette by allowing S with type(CH); = 2 or
type(CH); = 3 to claim their operating channel first. Thus, S, with type(CH),;
= 4 |istens for broadcasts on the (g before it selects its operating channel.
After listening to some declarations of operating channels, S; with type(CH);

= 4 eliminates the idle channels that have been claimed, and selects its

operating and backup channels. Hence,
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[(C/)/,(CI/ )f]:[( /)/ E{( /d/e) _( exc/)}
( /)f E{( /d/e) _( exc/) (C/’)f}]’

for 1 < /7 < Nand class(S;) = (CH), where the set (Auw/we); cOntains the

(26)

idle channels of S; that have been claimed by other CHs, i.e.,

where A is the number of total CHs in the network, and (G,); is the
operating channel of CH r for current frame 7.

Spectrum selection in D mode also divides the CHs into four types
depending on the conditions of the operating channel and the backup channel.

The CH types are:

1 if status(C),,., = (avib)andstatus(C',),,., =(avib),

2 if status(C,),,., =(avib)and status(C';),,, = (obsl),
Type(CH), = ) (28)

3 if status(C,),,,, =(obs/)and sz‘az‘us(C, ) e, = (@vib),

4 if status(C,),,., = (obs/)and status(C, )., =(obsl),

for 1 < /7 < N, cl/ass(S;) = (CH), and operation mode is C mode. The values
of status(C;)syrey and (C" ;) ey are obtained from (3), (4), (5), and (6).

For S, with type(CH); = 1, because both channels remain available, new

channel selection is not needed. That is,
(G (C)=1C) o (C ) e 1. (29)

for 1 < 7/ < Nand class(S;) = (CH).
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For S, with tywe(CH); = 2, the backup channel becomes empty. Similarly,
for S; with type(CH), = 3, the backup channel becomes the operating channel
and the backup channel becomes empty. The S; with type(CH), = 2 or type(CH);

=3 will send a normal request of C mode to the sink.
[(C),.(C)1=1(C )y (D], (30)
for 1 < /7 < N class(S) = (CH), and type(CH); = 2. (¢ indicates an empty
set.)
[(C),.(C)1=[(C))pe, . (#)]. (31)
for 1 < / < N, class(S;) = (CH), and type(CH); = 3.
For S, with type(CH); = 4, because both channels have become obsolete,
S; has nothing else to do but to request an urgent C mode to the sink.
[(C).(C)1=1(g).()]. (32)
Two spectrum selection algorithms are provided: random selection
(EDSD-R) and game theory-based selection (EDSD-G). One of the spectrum
selection algorithms is performed on C mode to select an operating channel
and backup channel, as outlined in (22), (24), (25), and (26). In EDSD-R,
the operating and backup channels are selected randomly. For example, S with
type(CH); = 1 selects its operating channel and backup channel randomly from
the set of clean unlicensed channels, but it must not be the same as the

operating channel. Notice that, although the channels are selected randomly,
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they are selected inside the set of idle |licensed channels or clean

unlicensed channels. EDSD-R refines (22), (24), (25), and (26) into

(8,8

yul» = yu2

A .. B, .1 iftype(CH).

X1~ yul ( )/ =
[AXV1’/4XV2] lf fype(CH)/ =
(A Aol if typelCH), =

xwi? /

1 iftype(CH), =1,

/

g 2
[(C),.(C))]= 3
4,

for 1 < / < N class(S;) = (CH), operation mode is C mode, and selection

algorithm is EDSD-R, where

(Bym ’ Byuz) < (Bc/ean)/" (34)
(/4)(1’ AXI/1 ’ AXI/Z) <€ (/4/0’/6)/' ’ (35)
(AXW1 ’ AXWZ) € { (A/c//e)/ - (Aexc/)/ }’ (36)

where the values of (u/, w2, vI, v2, wl, w2) are random values with
boundaries of 1 < wi, w2 < yk, 1 < vi, v2< x/, and 1 < wl, w2 < h(#F
1). For values yk, x/, and A(A-1), see (21), (23), and (27).

In EDSD-G, a game theory solution for the spectrum selection problem
is proposed, called mixed strategy with lowest payoff elimination (LPE). The
payoff is the channel holding time obtained from the Markov chain in the
spectrum characterization stage (Section 3.5.1). First, the payoff is sorted

in a descending manner, with the top as the highest payoff:

payoff, = {payoff,, payoff', },
= {sort((CHT,),).sort((CHT", ),) | (37)
(CHT,, 2CHT,, >...2 CHT,)) (CHT ', 2 CHT' ,>...> CHT' ) },,
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where payoff; is the payoff of S;, payoff, and payoff’ , are the payoff of
licensed channels and unlicensed channels, respectively, observed by S;. (The
variable CHT written without frame information is CHT at the current frame,
i.e., CHI,; = (CH)¢ CHT; *+  (CHi) sres.) Then the lowest-payoff
elimination is performed by deleting the channel with payoff lower than half
of the maximum payoff:

cutpayoff, = {cutpayoff,,cutpayoff', },

= {(CHT,,.CHT,.....CHT,

xlpe

| CHT oo >} CHT, . xIpe < 1), (38)

(CHT',,,CHT",,,....CHT',, |CHT" .. > %C/—/T'ﬂ vipe < yk)},,

where cutpayoff; is the payoff without the eliminated payoffs, and the
payoffs for [licensed channels and wunlicensed channels are stored in
cutpayoff, and cutpayoff” ,, respectively, observed by S;. The remaining
channels on cutpayoff;, are called the candidate channels. Between these
candidate channels, an operating channel and a backup channel are selected.
As the payoff of a channel is higher, the probability of it getting selected
as an operating/backup channel is higher.

S, with tywpe(CH) = 1, 2, or 4 performs EDSD-G (except for S, with
type(CH) = 3). S, with type(CH) = 3 has exactly two idle licensed channels;
thus, it only needs to compare their CHT values, in which the channel with
higher CHT is the operating channel and another is the backup channel. (If
the CHT values are the same, then the CH performs a random selection.) For S

with ftype(CH) = 1, 2, or 4, channel selection depends on a probability
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distribution called selection game probability (SGP). The SGP of S, is (SGP),
= {(SGP)y, (SGP" ),};, where (SGP), and (SGP" ), are the SGPs for |icensed
channels and unlicensed channels, respectively.

(SGID)X — {SG/D(AX1),SG'D(A)(Z)""’SGP(AX/DQ) I
SGP(A) = SGP(A,) > ... = SGP(A,,)},

(SGP'), ={SGP'(B,),....SGP'(B,,,) |

(40)
SGP'(B,) > SGPB,,) > ... > SGP (B,,)},

where SGP(A,,) and SGP™ (B,,) are the probability of channel 4, and 5,, being
selected as the operating or backup channel, respectively (v is arbitrary
value). Moreover, SGP(Ac) + SGA(Aw) + -+ + SGP(Awpe) = 1, as well as
SGP" (B,;) + SGP" (B,z) + -+ + SGP" (B,¢). The formulation of the EDSD-G
spectrum selection is similar to that of EDSD-R, as shown in (33). However,

the conditions are different, i.e.,

(8,181
[A.B,,] iftyoelCH), =2,
(A Age]l i type(CH), =3

(CH), =4,

(A, A,.] if tyoe(CH

if type(CH), =1

[(C/)/’ (CI/ )f] =

/

for 1 < /7 < N class(S;) = (CH), operation mode is C mode, and the

selection algorithm is EDSD-G, where

(B,,1.B,.,) € (cutpayoff', ), (42)
(A A Az € (cutpayoft,),, (43)
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and the selection of (Bus Buz, Awi Awe) follows their respective
probabilities (SGP), and (SGP), of S;, as in (39) and (40). For & with

type(CH) = 3, CHTyi = CHyyo.

c. Cluster Member Coordination

After CHs perform spectrum selection (either EDSD-R or EDSD-G), they
continue to carry out CM coordination tasks. The CM coordination tasks for C
mode and D mode are identical. The CH starts by informing sink and their CMs
about the selected operating channel and backup channel via (g and via the
temporary operating channel (see previous section), respectively. The sink
collects the operating channel and backup channel information from all CHs
and creates an intercluster data transmission schedule (IE-DTS). Essentially,
the sink considers the remaining time slots of the current frame and divides
the time slots among the number of different operating channels selected by
the CHs. (The value of time slots for data transmission is fixed, and it
depends on the operation mode.) The sink assigns a disjoint time slot for
each different channel; however, the CHs that select the same operating
channel are assigned to the same time slot. |E-DTS contains the time slot
and channel pairs, which are sent back to the CHs. Meanwhile, the CMs, upon
receiving the information about the operating and backup channels, check on
the operating channel’ s availability status on their side. (Notice that the

availability requirement is looser than the idle requirement.) |f the CMs
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find out that the assigned operating channel is stated as available, then
they send an acknowledgement back to their respective CH on the assigned
operating channel. Otherwise the CM goes into sleep state until the end of
the frame and sends a normal C-mode request to the sink.

The CH receives |E-DTS from sink on the (; and receives
acknowledgements from its CMs on the operating channel. Upon receiving |E-
DTS, each CH extracts its own operating channel and its determined schedule.
Then each CH creates its own intracluster data transmission schedule (IA-DTS)
and determines the appropriate time slot for data collection activities from
its CMs. The data collection activities include environment sensing, data
transmission to the CH, and going into sleep state. The IA-OTS contains the
time slot and data collection activity pairs, and it is sent to the CMs. The
CMs receive IA-DTS from their CHs and set their timers to the scheduled data
collection activities. Lastly, the CHs send an acknowledgement to the sink.

The tasks in CM coordination are shown in Figure 10.

d. SpectrumAccess

Both CHs and CMs perform spectrum access by reconfiguring their
transmission power. The CMs reconfigure their transmission power so that
minimum power is required in order to send data to their CHs. The CHs
reconfigure their transmission power so that minimum power is required in

order to send data to the sink.
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(M) CH, Sink
((C)r. € )9

((C¢. (C D¢
Make |E-OTS

Status((C))¢) = [IE-OTS]=[(ts), > (A, or B,)]

(available)

Acknowledgment

Make |A-DTS
[1A-DTS]=[[(ts); > activity]

Acknowl edgment

Figure 10. CM coordination tasks ((ts); means time slot ).

4. Schedule-based Data Transmission Module

The data transmission in this module is the environment—sensing data
collection (not spectrum sensing results). The tasks for the data
transmission modules for C mode and D mode are identical. The data
transmissions from the CMs to the CHs follow the |A-OTS, whereas the data
transmissions from the CHs to the sink follow the IE-DTS. However, after a
number of simulations, sometimes the operating channels selected by the CHs
were mostly the same, particularly when the idle licensed channels were

[imited. In that case, the sink received only a few different sets of
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operating channels from a larger set of CHs. In other words, multiple CHs
were selecting the same operating channels. If this kind of configuration is
allowed, the sink would end up creating IE-DTS where the intervals of data
transmission of each CH were brief, not allowing the CMs to go to sleep
state. Therefore, a threshold for a minimum active channel is included. If
the set of operating channels reported by the CHs is less than the minimum

active channel, then the sink inserts some gaps between data collections.

C. Performance Evaluation

The performance of EDSD-R and EDSD-G is evaluated and the results are
compared with MVSD. The tool used is MATLAB with the simulation settings
presented in Table 1. The network topology is shown in Figure 11. Two
evaluation parameters are selected: network lifetime, defined as the time
until half of the sensor nodes are alive; and coordination overhead, defined
as number of time-slot spends for coordination divided by the total number

of time slots.

Table 1. Simulation Parameters

Parameter Value

Network topology

Network area 300 m x 300 m
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Number of sensor nodes (as SU) 30 nodes

Installation method Random

Number of sink 1 sink
Location of sink 150 m, 150 m

PU model and channel model

PU protection range 50 m
PU active probability =
0.5
passive probability
PU location mobility = channel
0.5
mobility
Number of |icensed channel 29 channels
Number of unlicensed channel 29 channels
Maximum noise level 10
Maximum peak interference 14
SNR ’ thres 5
Common control channel
474MHz

frequency

Licensed channel frequencies

482MHz - 546 MHz (bandwidth 8 MHz)

536 MHz - 787 MHz (bandwidth 13WHz)

Unlicensed channel frequencies

ISM 2.4 GHz and 5 GHz

Sensor nodes properties
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Power supply ( 2 AA alkaline

9360J * 2 [78]

batteries)
Sensing range (environment) 50 m
Transmission range (initial) 100 m
Inter ference range 150 m
Energy consumption [79]

Transmit (initial) 459 pud
Beacon 45.9 ud

Receive 378 ud

Active 432 uJ
dle 172.8 ud

Sleep 540 nd
Sensing environment 1031.4 wJ
Partial spectrum sensing 236.9 uJ
Configuration 207.29 ud
Spectrum switching 296.13 ud

Residual-energy-based clustering

Maximum limit of random delay

25 time slots

Residual energy levels

5 levels

Markov chain properties

Pthres = P thres

0.5
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CHTpax = CHT pax 2

Other settings

Minimum active channels 5 channels

3 normal requests or 1 urgent
C mode request threshold

request

Figure 12 shows the network lifetime results with a varied number of
maximum PUs. The lifetimes of EDSD-G and EDSD-R are relatively consistent,
whereas the lifetimes of MVSD increase with an increasing maximum number of
PUs. These results show the merit of a centralized method where the central
entity has global knowledge of the network and is therefore able to optimize
network performance even when the number of PUs increases. However, both
EDSD-G and EDSD-R outper form MVSD. The reason is that MVSD requires multiple
control-packet exchanges to the sink for each frame, while EDSD requires
fewer transmissions of control packets, especially in the D mode. On average,
EDSD-R and EDSD-G have 25.48% and 19.75% longer |ifetimes, respectively,
compared with MVSD. The best performance is obtained when the number of PUs

is 30.
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Figure 11. Network topology of (a) sensor nodes only and (b) sensor nodes

after clustering and PUs.
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Figure 12. Network lifetime when the maximum number of PUs is (a) 30, (b) 60,

and (c) 90, where PUs do not have a favorite channel.

Despite the additional complexities of EDSD-G compared with EDSD-R,
the performance of the latter turned out to be better. EDSD-R outperforms
EDSD-G by 4.64%, on average. This result occurred because the PUs were also
selecting their channels randomly. Random channel selection of PUs renders
prediction by a Markov chain less optimal. Therefore, another scenario where
the PUs have a certain favorite channel and would likely select it as their
operating channel is included. Notice that this selection is not fixed but

probabilistic, i.e., the PUs do not always select the favorite channel on
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each occasion. This assumption is acceptable especially if the PUs are TV
viewers, who may have some preferred TV shows during certain times.

The results of the network lifetime where the PUs have favorite
channels are shown in Figure 13. The expectation is that the performance of
EDSD-G to be better than the others; however, the simulation results did not
fully support the expectation. When the numbers of maximum PU are 30 and 90,
the EDSD-G reached almost the same |lifetime as EDSD-R, with a minor
difference of two and seven frames, respectively. However, when the number
of PUs is 60, EDSG-G had a 3.18% longer lifetime compared with EDSD-R.
Another observation is that the last sensor node depletes its energy after a
longer time (14.19% longer) in EDSD-G than in EDSD-R. Thus, the number of
PUs affects the performance of EDSD-G relative to EDSD-R. When the number of
PUs is low, the prediction by the Markov chain did not perform optimally
because there was not enough data. Nevertheless, when the number of PUs was
high, the values on the Markov chain tended to be similar. Thus the
prediction also did not perform optimally. However, in this scenario, EDSD-G

and EDSD-R also outperform MVSD by 46.62% and 44.86%, respectively.
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Figure 13. Network lifetime when the maximum number of PUs is (a) 30, (b) 60,

and (c) 90, where PUs have a favorite channel.

The scenario where PUs had a favorite channel is also included in the
coordination overhead evaluation. Figure 14 shows the overhead when the
numbers of maximum PUs are varied. When PUs have no favorite channel, the
overheads of EDSD-G and EDSD-R are similar and they increase as the number
of PUs increases. On average, EDSD has higher overhead than MSDV by 4.88%,
that is caused by MVSD’ s centralized approach with fixed overhead. EDSD is
a distributed approach where its overhead depends on the network condition

and number of PUs. When the number of PUs increases, the probability of the
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operating channel becoming obsolete also increases, resulting in more
frequent C modes. (In C mode, the time spent on coordination is higher than
in D mode.) However, when the PUs have a favorite channel, the EDSD-G and
EDSD-R outperform MVSD by 31.7% and 26.83%, respectively. The reason for
this improvement is that when the PUs have a favorite channel, the
probability of an arbitrary operating channel of a sensor node being claimed
by the PUs is lower, except that the operating channel used is the favorite
channel. Hence, the portion of D mode is higher than that of C mode.
Moreover, in this result, a slight improvement of EDSD-G over EDSD-R is
observed. Last but not least, there is a case where the distributed method

may lead to lower overhead than the centralized method.
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Figure 14. Coordination overhead when (a) PUs do not have a favorite channel

and (b) PUs have a favorite channel.

D. Conclusions

In this chapter, a spectrum decision framework—called an energy-
efficient distributed spectrum decision (EDSD) framework—for a CR sensor
network is proposed. EDSD framework has two operation modes: coordination
mode and data collection mode. The core of EDSD is the spectrum selection
algorithms, in which there are random selection (EDSD-R) and game-theory-
based selection (EDSD-G). EDSD, with both spectrum selection algorithms, was
compared with a minimum—variance-based spectrum decision (MVSD), a

centralized spectrum decision framework for general CR networks. The
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simulation results show that EDSD has a longer lifetime and lower overhead
compared with MVSD. In the best scenario, EDSD outperforms MVSD by a 46.62%
longer lifetime and 31.7% lower coordination overhead. It is observed that
the reason for the improvements is mainly because EDSD is a distributed
method that requires fewer control packet exchanges to the sink. Other
contributors to the performance improvement are the simple yet energy—aware
clustering method, the predictions by a Markov chain (for EDSD-G), and a
data collection mode that consumes less energy than the coordination mode.
Nevertheless, a weak point in the spectrum selection algorithms is
discovered: EDSD-G performs slightly better than EDSD-R, which means that
the properties of the Markov chain and/or game theory are not optimized. For
future works, the intention is to (1) combine the game theory with other
machine—learning techniques to exploit the spectrum usage pattern of the PUs,
(2) incorporate real measurements of PU spectrum usage, and (3) consider

application—specific sensor placements.
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V. COMPACT CLUSTERING

A. Introduction

Clustering is considered a suitable topology in a CRSN because only
the CHs need to perform CR management tasks instead of all the sensor nodes,
that reduce the total energy consumption. However, clustering in a CRSN has
an additional requirement: the sensor nodes not only have to be in the
transmission range of one another but also have to operate in the same
communication channel. This limitation might cause a poor cluster formation.

Motivated by providing suitable clustering method for CRSNs, a novel
energy—efficient and compact <clustering scheme called clustering with
temporary support nodes (CENTRE) is designed. CENTRE aims to improve the
network performances with the deployment of temporary support nodes. Here,
the main features of CENTRE are presented:

e Temporary support node: CH assigns a sensor node as the temporary
support (TS) node to support cluster formation. The TS node broadcasts
an invitation packet on each channel. Because the CH should stay on its
operating channel to accept sensor nodes’ registration, it needs the
help of the temporary support node to send out the invitation. The
invitation packet contains the information about the existence and

operating channel of the CH of the TS node. As each sensor node might
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tune to a different channel, the sensor node cannot possibly discover a

CH even though the CH is located within the sensor node’ s transmission

range. Therefore, the role of the TS node is to alert the sensor nodes

that have not joined any cluster about the presence of the TS node’ s CH.
Two sub-phases of cluster formation: The cluster formation process
consists of two sub—phases: CH discovery and cluster member invitation.

In CRSNs, it is difficult for sensor nodes to find a CH. The two sub-
phases enable the sensor nodes to find a CH effectively.

Partial spectrum sensing: The sensor nodes do not carry out the spectrum

sensing process on all the channels but only on some part of the

channels to conserve energy and time. This is not a usual approach

because the sensor nodes are usually required to perform full spectrum
sensing or even cooperative spectrum sensing [80, 81]. In CENTRE, the
sensor nodes intentionally perform partial spectrum sensing to save
energy because a CRSN is an energy—-constrained network.

Communication frequency selection: Intra—cluster transmissions are
assigned a high frequency and the inter—-cluster transmissions are
assigned a low frequency. High frequency channels support higher data
transmission rates but shorter transmission ranges, thus, they are
suitable for intra-cluster data transmission. Low frequency channels
support longer transmission ranges and consume less energy and, thus,

they are suitable for one-hop data collections from CHs to the sink.
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The principal contribution of CENTRE is the development of a
clustering method that suits CRSNs with low energy consumption. Besides
energy conservation, the CENTRE is shown to have low clustering overhead and
short distance between CHs and their members. Another contribution is that a
novel approach of clustering is developed by introducing the concept of
temporary support node. With the help of temporary support node, the CENTRE
is able to perform well under CRSNs environment.

The deployment of sensor nodes is random, dense, and redundant. This
assumption implies that a number of sensor nodes might be excluded (put to
sleep) during the data collection activity, without affecting the WSN s
sensing coverage functionality. Each sensor node is equipped with one CR
transmitter. When a sensor node (of any class) simultaneously receives more
than one packet, it receives one packet successfully while discarding the
others. The medium access control protocol is based on time division
multiple access (TDMA). The CRSN application requires periodic data
collection and there is at least one reserved, low-frequency common control
channel between the sink and the cluster heads. However, there is no common
control channel among the high-frequency channels.

The CRSN is deployed in a remote location where no PU is present.
Even though there is no PU, the network could be considered a CRSN because
the sensor nodes are equipped with CR capabilities such as dynamic spectrum

access and transmission parameters reconfigurability. Wireless networks
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employing CRs should consider the interference to the PUs. However, in this
section, the main objective is to introduce the novel approach for
clustering that involves a particular cluster member to be a temporary
support node and to evaluate its performance. Even though PUs are not
included, the underlying network still can be categorized as a CRSN because
it is a WSN and the sensor nodes are equipped with CR capability, according

to the definition of CR adopted in this thesis.

B. Clusteringwith Temporary Support Nodes (CENTRE)

CENTRE is performed in rounds where a round consists of: the cluster
formation phase and the data transmission phase. The cluster formation phase
consists of two sub—phases: CH discovery (henceforth called sub-phase 1) and
cluster member invitation (henceforth called sub—phase 2). The durations of
each phase and sub-phase are fixed and predetermined. In sub-phase 1, the
sensor nodes search for the CH. In a CRSN, however, the sensor nodes might
not be able to locate a CH even though the CH is inside the transmission
range because the sensor nodes and the CH use different channels. This
condition is anticipated in sub-phase 2 when each CH actively search for
sensor nodes that can become its members, with the help of a TS node. Figure
15 illustrates the aim of cluster formation sub-phases 1 and 2. The

procedures of the CENTRE rounds will be shown in Figure 16.
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Figure 15. Cluster formation phase. (a) Sub-phase 1: CH discovery, (b) Sub-

phase 2: cluster member invitation.

After the completion of the cluster formation phase, the clustering
process is completed with one CH in each cluster. The data transmission
phase that follows involves multiple pairs of intra-cluster and inter-
cluster data transmission. During the intra-cluster data collection, the
cluster members send the sensed data (related not to spectrum sensing, but
to application-related environment sensing) to their CHs using one of the
high-frequency channels agreed upon with the CH. During the inter—cluster
data transmission, the CHs send the data to the sink by one-hop transmission
using one of the low-frequency channels assigned by the sink. The sensor
nodes are divided into four classes: sensor node (SN), cluster head (CH),
cluster member (CM), and temporary support (TS). Class SN, CH, and CM are

similar with those of EDSD’ s (Chapter 111. B).
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For the class TS, during cluster formation sub-phase 2, a number of

CMs might be selected as TSs. When the tasks of the TSs are completed, they

return to function as CMs. However, at the end of sub—phase 2, some sensor

nodes might still be SNs; in other words, they do not belong to any cluster.

These SNs will be unable to participate in the following data transmissions.

However, by assuming a dense and redundant deployment of the sensor nodes in

the network, the sensing coverage is expected to be tolerable. The five

major activities in CENTRE are given below. These activities are performed

regularly during the CENTRE rounds, as illustrated in Figure 16.

Partial spectrum sensing and CH discovery: The sensor nodes carry out
the spectrum sensing process on some of the channels to find CHs.

CH declaration: The sensor nodes declare themselves as CHs after they
fail to discover any CH on their current operating channels by following
a predetermined probability.

Registration to a CH: The sensor nodes that find a CH proceed to join
the cluster.

TS node assignment and cluster member invitation: The CHs might assign
the closest cluster member as a support node temporarily. The TS node
broadcasts invitation packets on each channel.

Data transmission: Data transmission includes both intra—cluster and

inter—-cluster data transmissions.
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Figure 16. The procedures in CENTRE rounds and the activities performed

during the rounds. (CF: cluster formation, DT: data transmission).

1. Cluster Formation Phase

The cluster formation phase aims to build an optimal cluster topology
in a distributive manner. As mentioned earlier, this phase consists of two
sub-phases: CH discovery (sub—phase 1) and cluster member invitation (sub-
phase 2). In sub-phase 1, the sensor nodes search for CHs, whereas, in sub-
phase 2, the CHs search for new cluster members, with the help of TS nodes.

Figure 17 shows the flow chart of the cluster formation phase.

— 70 —



SN

Random delay

I Partial sensing I€

Figure 17. Procedural flow of the cluster formation phase.

Three activities take place in sub-phase 1: (1) partial spectrum
sensing and CH discovery, (2) registration of sensor nodes to a CH, and (3)
CH declaration. The first step in cluster formation is partial spectrum
sensing, in which the sensor nodes perform spectrum sensing on a part of the
entire spectrum. The purpose of partial spectrum sensing is to save energy
and time, because sensing on the entire spectrum requires considerably
higher processing tasks and time, but the sensor nodes have only Iimited
resources. The sensor nodes start partial spectrum sensing after a random

delay. The random delay is applied to increase the probability of
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discovering a CH. If all the sensor nodes start spectrum sensing at the same
initiation time, then no CH would be found because all the sensor nodes are
performing spectrum sensing. |f a sensor node waits, then by the time it
starts spectrum sensing, there is a possibility of it finding a CH as some
sensor nodes might have declared themselves as CHs earlier. However, the
random delay is kept short to minimize the cluster formation duration.

Each sensor node keeps a list of CHs that it has found during partial
spectrum sensing and it registers to the first-listed CH. No additional
computation is performed to select among CHs from the list to reduce energy
consumption. The packet exchanges that take place between a sensor node and
the CHs during the registration period are shown in Figure 18.

The sensor node sends a join packet to the CH first on the list and
sets its timer. The join packet may fail to reach the CH or collide with
other packets at the CH. Hence, if the timer expires but the sensor node has
not received a response packet, it sends a join packet to the same CH one
more time. When the second join packet also fails to elicit a response from
the first CH, the sensor node sends a join packet to the next CH on the list.
The CH that receives the join packet sends back a response packet to the
sensor node. Here, it is assumed that when a CH receives many join packets
simultaneously, one join packet is received successfully and the other join
packets are dropped. Moreover, the CH does not send any notification to the

sending nodes about the dropped join packets.
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Figure 18. Procedure for registration to a CH.

Once the sensor node receives a response packet from the CH, it
calculates the distance and required transmission power based on the
received power level. The sensor node reconfigures its transmission power
level to the minimum required power level (reconfiguration is enabled by CR)
and sends an acknowledgement packet to the CH at the new transmission power
level. The acknowledgement packet also contains the distance information.
The purpose of the acknowledgement packet is to ensure that the CH can
successfully receive and decode a packet transmitted at the new transmission
power level. The distance information is used during sub-phase 2. When the

CH receives the acknowledgement packet, it replies with a confirmation
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packet, sets the sensor node as its cluster member, and records its distance
information. Similarly, the sensor node sets itself as the cluster member of
the respective CH after it receives the confirmation packet. Then, the
cluster member goes to the sleep state until the end of sub-phase 1.

In case the registration fails and there is no CH on the list, the
sensor node checks the remaining time. |f the remaining time is sufficient
to support another round of partial spectrum sensing and registration trial,
then the sensor node waits for a random delay period and repeats partial
spectrum sensing. If the remaining time is insufficient, then the sensor
node goes to the sleep state until the end of sub—phase 1.

If no CH is found at the end of partial spectrum sensing, then the
sensor node declares itself as a CH with a certain predetermined probability.
When the sensor node becomes a CH, it beacons about its presence
periodically on its operating channel and waits for registration requests.
When the sensor node fails to become a CH, it again checks the remaining
time. If the time is sufficient, it waits and repeats partial spectrum
sensing; otherwise, it goes to the sleep state until the end of sub-phase 1.

Sub-phase 2 starts with the assignment of TS nodes. Each CH computes
the number of cluster members. |f the CH does not have any member, then it
becomes a sensor node. |f the number of members in the cluster is less than
the predefined threshold, then the CH assigns the closest cluster member as

a TS node; otherwise, the CH and its members go to the sleep state until the
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end of sub—phase 2. As the CH has recorded the distance information between
itself and each of its cluster members during the registration procedure, it
easily decides the closest cluster member. The CH then sends a TS node
assignment packet to that cluster member and stays ready to process
registration requests from sensor nodes until the end of sub—phase 2.

The consideration to assign the closest cluster member as the
temporary support node is as follow: As the closest cluster member/temporary
support node broadcasts an invitation, the sensor nodes within its
transmission range could receive it. However, these sensor nodes need to
transmit their registration packet to the CH, not to the temporary support
node. Because the temporary support node is the closest node to the CH, if a
sensor node can receive a packet form a temporary support node, then it is
highly probable that it can send a packet successfully to the CH.

Each cluster member wakes up from the sleep state and waits for the
TS node assignment packet from the CH. If the cluster member receives a TS
node packet, then it becomes a TS node. Otherwise, the cluster member
recalls its distance to the CH. The cluster members that are relatively
closer to the CH go to the sleep state until the end of sub-phase 2, whereas
the cluster members that are farther from the CH stay in the active state.

The TS node sets its transmission power level to the default setting
(maximum) and broadcasts an invitation packet on each available channel. The

invitation contains the address and operating channel of the TS node’ s CH.
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After the TS node finishes the broadcasts, it returns to its original class
(i.e., becomes a cluster member) and goes to sleep until the end of sub-
phase 2. The receivers of the invitation packets are active cluster members
and sensor nodes. The CH of the TS node is called the suggested CH. The
receivers of the invitation packets record up to two invitation packets. The
exchange of packets during sub-phase 2 is shown in Figure 19.

In case that the receiver is a CM, it computes the distance to the TS
node based on the received power level. The cluster member considers this
distance as the distance to the suggested CH because the TS node is the
closest node to the suggested CH. The cluster member compares the distance
to the suggested CH with the distance to the current CH. If the suggested CH
is closer than the current CH, then the cluster member tries to register to
the suggested CH by following the registration procedures. When the
registration to the suggested CH is approved, the cluster member joins the
cluster of the suggested CH and sends a leave packet to the previous CH to
inform that it has left that cluster. Otherwise, the cluster member stays
with the current CH and goes to the sleep state until the end of sub—phase 2.

The sensor node who receives an invitation packet immediately tries
to register to the suggested CH. If the registration is approved, then the
sensor node becomes a cluster member and goes to the sleep state until the
end of sub—phase 2. |f the registration is unsuccessful, then the sensor

node goes to sleep until the end of the current round.
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Figure 19. Packet exchanges during sub—phase 2 when the receivers of the

invitation packets are (a) active cluster members and (b) sensor nodes.
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2. Data transmission Phase

The data transmission phase consists of pairs of intra—-cluster and
inter—cluster data transmission repeated multiple times. In intra-cluster
data transmission, each cluster member sends its sensed data to the CH using
a high-frequency channel, whereas in inter—cluster data transmission, each
CH sends the aggregated data to the sink using a low—frequency channel. By
transmitting in low-frequency channel, the CHs are able to transmit data to
the sink in one-hop transmission.

At the beginning of the data transmission phase, the sink monitors
the number of available channels on the low—freguency channels and decides
which channels are to be used. The sink creates an inter—-cluster schedule,
includes the channel information on the schedule packet, and broadcasts the
schedule on the low-frequency common control channel. The CHs synchronize
with each other by receiving the inter—cluster schedule from the sink. After
synchronization, the CHs switch back to their operating channel, configure
the intra-cluster schedule, and broadcast this schedule to their cluster
members. The intra-cluster schedule defines the time when a cluster member
should report its sensed data to the CH. The CHs collect the sensed data
from the cluster members, aggregate them, and send them to the sink by
following its schedule. The inter—cluster and intra-cluster schedules are
not updated and are kept unchanged until the end of the round. The packet

exchanges during the data transmission phase are shown in Figure 20.
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with one CH only.

C. Performance Evaluation

CENTRE is evaluated by computer simulation using MATLAB and compared
with a distributed spectrum—aware clustering (DSAC) scheme. DSAC is selected
for comparison because it focuses on clustering in general—-purpose CRSNs as
in CENTRE. CENTRE is implemented based on time slots, where one time slot
equals 18 ms. Hence, DSAC is adjusted to enable simulation based on time

slots so that its performance can be compared with that of CENTRE (the
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adjustment did not alter the main principles of DSAC). Moreover, CENRE is
implemented based on rounds, where one round consist of cluster formation
and data transmission. For CENTRE, a round equals to one time cluster
formation and 1000 times data transmission or 42100 time slots. Again, DSAC
is adjusted to this time framing. To simulate one round, simulations were
repeated 1000 times for both intra-cluster and inter—cluster transmissions.
The simulation settings are presented in Table 2 (settings for power supply

and energy consumptions are the same with Table 1).

Table 2. Simulation Parameters

Network topology

Number of sensor nodes 120 nodes
Network area 600 m x 600 m
Sensor node’ s transmission range 300 m
Sensor nodes deployment Random
Clustering setting Probability of a sensor node

becoming a CH (for CENTRE): 5%
Optimal number of clusters (for

DSAC): 5 clusters

Communication freguency

Frequency Intra—cluster: |EEE 802.11 2.4 GHz
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Inter—cluster: |EEE 802.22 TV band

Bandwidth Intra—cluster: 22 MHz

Inter—cluster: 6 MHz

Number of channels Intra—cluster: 3 channels (any three
non-over lapping channels)
Inter—cluster: 1 channel or more

(determined by the sink)

Partial spectrum sensing width (for 1 channel
CENTRE)
Timing
CENTRE cluster formation time 50 time slots (sub—phase 1) and 50

time slots (sub—phase 2)

CENTRE maximum delay (sub—phase 1) 25 time slots

Four network performance parameters are analyzed: network |ifetime,
energy consumption per round, normalized clustering overhead, and average
clustering distance. In CRSNs, the network lifetime is the utmost importance
parameter because there is no constant supply of energy. Energy consumption
per round is also analyzed to evaluate the energy consumption trend, in
which low and stable energy consumption is desired. Because a clustering
method is proposed, the measure of its effectiveness by measuring the

normalized clustering overhead and average distance between CHs and the
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cluster members is necessary. To achieve superior performance, the
clustering method should have not only low clustering overhead to reduce the
energy consumption during cluster formation but also compact clustering
(short distance between the CHs and the cluster members) to reduce the
energy consumption in intra—cluster data transmission.

The performance parameters are measured at the end of each round.
However, as DSAC requires iteration to reach the optimal number of clusters,
its cluster formation duration is wvaried per round. Therefore, the
performance parameters of both CENTRE and DSAC are evaluated based on the
CENTRE" s round duration. The network topology in which sensor nodes are

randomly deployed is shown in Figure 21.
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Figure 21. The CRSN topology under evaluation.
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Figure. 22 shows the number of sensor nodes that are alive per round.
Because the sensor nodes are randomly and redundantly deployed, the network
lifetime is defined as the time period during which more than half of the
sensor nodes are alive. In other words, the CRSN and its application are
considered no longer active when more than half of the sensor nodes have
depleted their energy. Because the number of sensor nodes in the simulation
is 120, the network lifetime is the time duration from the initial network
configuration to the death of the 61st node. As shown in Figure 22, the
network |ifetime of CENTRE is longer than that of DSAC. The main reasons for
this improvement are that CENTRE does not require multiple beacon broadcasts
for the nodes/clusters merging iteration during the cluster formation and
CENTRE has short, fixed-duration cluster formation. Another reason is that
CENTRE enables the adjustment of transmission power to reduce energy
consumption. The network |ifetime of CENTRE is 34.2% longer than that of
DSAC. However, CENTRE has a minor drawback; only a very few number of sensor
nodes are alive for a long time. This is because CENTRE is a distributed
clustering protocol without any local information exchange and, thus, the
sensor nodes are not aware of the condition of other sensor nodes. Therefore,
the sensor nodes would simply follow the protocol and go to the sleep mode
even though the network is no longer active. In real time units, the
lifetime of CENTRE is around 74 days (8441 rounds) whereas the lifetime of

DSAC is around 55 days (6289 rounds).
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Figure 22. Network lifetime.

To further observe the energy consumption and network lifetime, the
snapshots of network composition when half of the sensor nodes are alive are
shown in Figure 23. The number of CHs in DSAC is far higher than that in
CENTRE. In DSAC, the number of CHs is predetermined and the sensor nodes
only have the knowledge of their surroundings (not the global knowledge) by
receiving the beacons that their neighboring nodes transmit. In CENTRE, the
desired number of clusters is implemented in each sensor node as the
probability of becoming a CH. Therefore, the number of clusters is
approximately the same with the predetermined setting, which is 5% of

remaining nodes in the simulation.

_84_



600
S - ® Cluster head
o g ® fo e o Cluster member
5000 o] . 5 § . © Inactive sensor
o
Qo oo o % o
Ioxel o gpo
400¢ foxe] @ o o o 9% o
o b i
7 o 0 @ [eRe}
= o,
£ 300 o . °
= Vb, °, L i
.. o ] . Be
200+ Q <]
o) o o e %o
o o o o0 o
e g
o e % e
100+ 5 @ O° 2 o ©
(o]
- & o o & Ca
5 o [} o) e
0 100 200 300 400 500 600
Meters
(a)
600 o
. ® Cluster head
o 4 ® 8 e o Cluster member
5000 <] ¢ 5 & . @ Inactive sensor
Qo o. o
. e o
foxel Co pe
400 4 * o o e % o
o L4 -
- oo ® o0
S [
£ 300 . . g
= Pl %% @ oo cg°
° . o o e ®@
200+ 9 @
. o o o %o
) o o 00 %
R e g SO o
100+ : o o° @ o ©
o]
o o o . & @
5 P . o] oXe]
0 100 200 300 400 500 600
Meters

(b)
Figure 23. Network composition when half of the sensor nodes are alive for

(a) CENTRE and (b) DSAC.
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Figure 24 shows the energy consumption per round for both CENTRE and
DSAC schemes. The energy consumption of CENTRE is relatively constant mainly
because of the fixed cluster formation duration. Moreover, the organized
sleep mode protocol of CENTRE helps in balancing the energy consumption
among the nodes. Until approximately round 2500 (almost half of its
lifetime), DSAC consumes 52% more energy than CENTRE. This is mainly due to
the fact that, in ODSAC, the cluster formation protocol is based on
iterations and multiple beacons are required. When the number of active
sensor nodes decreases, the energy consumption of DSAC also decreases. After
round 4000, DSAC has lower energy consumption compared to CENTRE. This is
because the energy consumption of DSAC is highly dependent on the number of
sensor nodes, especially during the cluster formation. On the other hand,
the energy consumption of CENTRE is stable throughout the network lifetime.
During the network lifetime, on average, the energy consumption per round
for CENTRE (185.53 Joule) is 21.1% less than that for DSAC (235.16 Joule).

To further evaluate the clustering methods, the normalized clustering
overhead and the average distance between the CHs and their cluster members
are measured. The normalized clustering overhead is defined as the
clustering time divided by the data transmission time per round. A smal
ratio of overhead is desired because it means that the time spent in
creating the cluster topology is negligible compared to the actual data

transmission time. Figure 25 shows that the normalized clustering overhead
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of CENTRE is much lower than that of DSAC. On average, the normalized
clustering overhead of CENTRE is 0.0024 but that of DSAC is 0.0306 which is
12.8 times higher compared to CENTRE. DSAC has much higher clustering
overhead because, again, it is based on iterations requiring higher packets
exchanges (beacons). Both schemes have relatively low normalized clustering
overheads (less than 0.035). The duration of cluster formation in CENTRE is
fixed, which is 100 time slots or equal to 1.8 seconds. By analyzing the
normalized clustering overhead, the required time for clustering in DSAC
could also be obtained. Given the normalized clustering overhead and the
data transmission time, the average duration of cluster formation in DSAC
can be calculated, which is 1250 time slots or 22.5 seconds according to the

definition of the normalized clustering overhead.
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Figure 24. Energy consumption per round (showed until the lifetime of the

two schemes).
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Figure 26 shows the average distance between the CHs and their
cluster members. The transmission range of sensor nodes is 300 m. A smaller
average distance indicates better cluster formation because it means that
each sensor node joins the closest CH. Here, CENTRE outperforms DSAC by
having about 10% lower average distance. Even though the improvement is only
10%, it is an interesting result because CENTRE performs better than DSAC
even though DSAC merges two closest sensor nodes/clusters into a cluster.
This result confirms the efficiency of CENTRE’ s TS nodes that invite sensor
nodes within the transmission range and allow cluster members to switch to

another CH that is closer.
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(showed until the lifetime of the two schemes).

The simulation results have shown the superiority of CENTRE against
DSAC in terms of network lifetime, energy consumption, clustering overhead,
and distance between the CHs and their members. These performance
improvements are due to the properties of CENTRE, which are: (1) it does not
require multiple beacon/data broadcasts during the cluster formation, (2) it
has fixed cluster formation duration and it does not depend on multiple
iterations, (3) it enables transmission power adjustment, (4) it has
organized sleep mode, and (5) it adopts temporary support nodes which
results in compact clustering. These properties make CENTRE an effective and
efficient clustering method for CRSNs. In practice, the expectation is that

CENTRE would perform the best under the condition of dense and random
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deployment of sensor nodes and the sensing applications that require regular

data collection. However, CENTRE would need a common control channel.

D. Conclusions

A novel energy-efficient and compact clustering scheme called CENTRE
with temporary support nodes is designed for CRSNs. The CENTRE™ s cluster
formation process has two sub-phases: CH discovery and cluster member
invitation. Even though it is difficult for sensor nodes to find a CH in
CRSNs, the two sub—phases enable the sensor nodes to find a CH efficiently.
CENTRE also decreases the average distance between CHs and their members,
resulting in compact clustering. In addition, adopting a fixed duration for
cluster formation results in remarkable energy saving. The performance
evaluation shows that CENTRE achieves 34% longer network lifetime with less
clustering overhead. The average distance between of CHs and their cluster
members is also decreased. The main reasons for the performance improvement
of the CENTRE scheme include the following: the fixed cluster formation
duration, the adjustment of the transmission power of the cluster members
based on the distance to the CH, the refinement of the cluster formation
process by the use of temporary support nodes, and the use of the sleep mode

when the sensors are not active.
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V. ROBUST TRANSPORT PROTOCOL

A. Introduction

Transport protocol is a crucial part of a CRSN because it provides
reliability. However, there is no transport protocol designed for CRSNs in
the literature. A transport layer protocol called the robust and energy-
efficient transport protocol (RETP) is designed for CRSNs. The motivation
for developing RETP is to improve the network lifetime of CRSNs while
achieving low event—detection delay without any degradation of reliability
level. The main features of RETP are:

e There are two operation modes: management mode and data collection mode.
In the management mode, sensor nodes perform spectrum management in
addition to data collection whereas in data collection mode, sensor
nodes perform only data collection. Spectrum management activities
include spectrum sensing and spectrum decision, which are enabled by CR.
The spectrum sensing method is not specified; however, RETP is
compatible with general spectrum sensing methods for CR networks [82, 83]
or even cooperative spectrum sensing.

e Every sensor node determines its operating channel distributively and

sends data to the sink according to a specified schedule. This feature
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provides more accurate spectrum sensing and spectrum decision, as well
as saves energy by adopting a coordinated duty cycle.

e The interchange of ACK packets and negative ACK (NACK) packets depends
on the sensor data type. This feature ensures the reliability of delay-
sensitive data transmission.

e The sensor nodes collect the data and send them to the sink regularly.
This method is suitable for CRSNs applications that require regular data
collection, but it can also be applied to event-based CRSNs.

The main contribution of RETP is the provision of a transport
protocol with high energy-efficiency that Ileads to prolonged network
lifetime while simultaneously preserves event—detection reliability in CRSNs.
The performance study shows that the RETP not only prolongs network lifetime
significantly but also decreases event-detection delay while preserving
event—-detection reliability compared with the conventional protocol. The
under lying CRSN is modeled as follows:

e Fach sensor node is equipped with a CR transmitter.

Sensor nodes are installed manually following a predetermined topology

(not random) and the sink is aware of the location of each sensor node.

e Fach sensor node can reach the sink in one hop (by reconfiguring its
transmission parameters).

e There is one dedicated common control channel (CCC).

e The CRSN is deployed in an urban environment where PUs are present.
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e The CRSN applications being considered are related to the realization of
the smart city concept, particularly in terms of disaster avoidance
mechanisms such as structural health monitoring, air pollution control,
and ear thquake/landslide/flood warnings.

The CRSN network adopts time—-division multiplexing in which time is
divided into frames and each frame is divided into timeslots. The multiple

access method used is code-division multiple access coordinated by the sink.

B. Robust and Energy-Efficient Transport Protocol (RETP)

1. Operation Modes

In RETP, there are two operation modes: management mode and data
collection mode. Initially, the network starts in the management mode, and
subsequently the sink manages the next mode based on the condition of the
sensor nodes. Each mode is performed during a frame. The management mode
includes spectrum management and data transmission activities, whereas the
data collection mode consists only of data transmissions. The activities
related to data transmission in both the modes are similar.

The management mode starts with spectrum management activities. The
sensor nodes perform spectrum sensing on the entire spectrum bands assigned.
Based on the spectrum sensing result, each sensor node performs spectrum

decision to select an operating channel and a back-up channel. The spectrum
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decision method assumed in this section is a simple one; that is, the sensor
node randomly chooses one of the available spectrums. Next, each sensor node
reports its preferred operating channel to the sink on the common control
channel and waits for further coordination. The sink collects all the
control packets containing the operating channels selected by the sensor
nodes and constructs a schedule called the sink schedule (S-schedule). The
S-schedule contains three elements: time, channel, and reporting nodes. The
sink broadcasts the S—schedule on the common control channel and follows
this schedule during the data transmission activities. For instance, at time
t;, the sink waits on channel ¢; for data transmissions from the sensor nodes
that uses c¢; as their operating channel. After that, at time ¢+;, the sink
switches to another channel, ¢;,, and waits for data transmissions from the
sensor nodes. The sink continuously switches the channel and collects the
data from the sensor nodes. The sensor nodes receive the S-schedule on the
common control channel and create their own schedule. The sensor nodes
extract the time information in which the sink is expected to listen on
their operating channel. The sensor nodes then go to the sleep state and
wake up when they need to perform environment sensing and send the data to
the sink according to the S-schedule. The spectrum management activities are

illustrated in Figure 27.
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Figure 27. Spectrum management activities (CCC: common control channel).

After spectrum management activities are completed, the sensor nodes
and the sink perform data transmission activities during the remaining time
of the management mode (the same frame that starts with spectrum management).
The data transmission activities of the sensor nodes and the sink simply
follow the S-schedule. The sink switches and listens to different channels
and col lects the data transmitted by the sensor nodes. The sensor nodes wake
up, perform environment sensing (data reading from the environment), and
send the data to the sink on their operating channel at predetermined
schedules. Once the transmission is completed, the sensor nodes go to the

sleep state. The data transmission activities are illustrated in Figure 28.
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Figure 28. Data transmission activities. (clock image: the activity is

performed by following the S-schedule, ch.: channel).

At the end of data transmission activities, the sensor nodes are

required to perform spectrum sensing on their operating channel. Depending

on the

result of spectrum sensing, each sensor node performs spectrum

decision. The possible outcomes of spectrum decision are: (1) the operating

channel
on the
changed
and (3)
back—-up

request

remains unchanged; (2) owing to the detection of PUs’ transmission
operating channel, the operating channel for the next frame is
to the back-up channel and the back-up channel set becomes empty;
when the sensor node decides to change its operating channel to the
channel but the back-up channel set is empty, the sensor node will

management mode on the next frame to the sink. The outcome of the

spectrum decision stage is forwarded to the sink on the common control
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channel. The sink decides the operation mode for the next frame based on the
reported spectrum decision from the sensor nodes. |f there is at least one
sensor node that requests management mode, then the sink announces the
operation mode for the next frame as management mode. Otherwise, the sink
creates a new S-schedule, announces that the operation mode for the next
frame is data collection mode, and piggybacks the S—schedule with the
announcement .

The data collection mode consists of data transmission activities
that follow the S-schedule broadcasted by the sink at the end of the
previous frame. The S-schedule created by the sink consists of the
activities until the end of the current frame that includes spectrum sensing

and spectrum decision at the end of the frame.

2. Interchange of ACK and NACK

There are two types of data: sensitive data (SDATA) and regular data
(RDATA). SDATA are the data that reflect critical events, such as the rapid
spreading of cracks on a building wall or a bridge, dangerous levels of air
pollution/water/temperature, etc. Thus, SDATA must be sent to the sink
immediately. On the other hand, RDATA are collected periodically for data
monitoring. Transmission of RDATA can be postponed if SDATA is present. In
the case of SDATA transmission, ACK method is adopted; for RDATA

transmission, NACK method is used.
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By default, the sink expects regular RDATA transmissions from sensor
nodes. The sink anticipates one RDATA transmission during a predetermined
period. |f the sink receives RDATA successfully, then it stores the data;
otherwise, the sink sends a NACK packet to the sensor node whose RDATA is
not received and waits for RDATA retransmission on the next scheduled
transmission. The sensor node that receives the NACK packet retransmits
RDATA on the next transmission schedule (following the S-schedule from the
sink). If the sensor node keeps receiving NACK, then it assumes that the
current operating channel’ s quality has been degraded and changes its
operating channel or requests management mode on the next frame. As RDATA is
not delay-sensitive data, the transmission of RDATA can be postponed.

When the sensor node detects an event in the environment such that
its reading exceeds the predetermined threshold, it sends SDATA and waits
for an ACK from the sink. If an ACK is not received, the sensor node sends
SDATA once more at the next data transmission schedule. |f the sensor node
still does not receive an ACK, it checks the S-schedule and changes its
operating channel to follow the sink’ s channel until it receives an ACK
from the sink. After that, the sensor node changes its operating channel or
requests management mode on the next frame. This interchange of ACK and NACK

is illustrated in Figure 29.
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Figure 29. (a) NACK method for RDATA and (b) ACK method for SDATA.
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3. Analysis of Energy Consumption

In this subsection, the analysis of energy consumption is derived.
The energy consumption during data transmission is analyzed first. The data
transmission contains the environment sensing data (RDATA or SDATA), which
is sent from the sensor nodes to the sink regularly. Then, the energy
consumption in the management and data collection modes is comparatively
analyzed. Because data collection is the main objective in CRSNs, the number
of data collection mode occurrences should be higher than that of management
mode occurrences. Furthermore, to preserve energy, the energy consumption in
the data collection mode should be lower than that in the management mode.
In this analysis, a boundary condition where the energy consumption in the

data collection mode is lower than that in the management mode is derived.

a. Energy Consumption during Data Transmission

In this section, the energy consumption during the transmission of
sensed data from the sensor nodes to the sink is derived. As described
earlier, there are two types of data: SDATA and RDATA. In each data
transmission, either SDATA or RDATA is sent to the sink by following the
protocols described in Section 5.2.2. Hence, the energy consumption during

data transmission, £7z, is derived as follows:

Erp == @E ppara + GE spara- (44)
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where ¢ is the probability of SDATA transmission, and Egu; and Espury are the
energy consumption of RDATA transmission and SDATA  transmission,
respectively. First, the Egu and Espary are derived and then incorporated to
Equation (44). If p is the probability of successful data transmission and
Ery is the energy consumption of transmitting data as well as receiving and
decoding data, then by following the protocols of RDATA and SDATA

transmission,

Enpura =L0(1= D) 1(EL ) + 0% +1- pl(EL), (45)
and
Espnra = PE ) + (1= D) (Epy). (46)
Hence,
E, =[p(l—p+pg) 1(EL) +[(0-p)—p*(1-a)1(E,,). (47)

|f £75 is calculated using the &7y value used in the simulation, then

mean(E,,) =1.25L,,. (48)

b. Energy Consumption in the Management and Data Col lection Modes

To achieve better spectrum selection and lower overhead, the number
of management mode occurrences should be lower than that of data collection
mode occurrences. This means that there are more data transmissions than

management activities. Moreover, to save energy, the energy consumption in
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the data collection mode (£y;) should be lower than that in the management
mode (£&y). Epc and £, can be defined by
Epe =Eps +E15)dpe +E (49)
and
E,=Clg+Eg, +(Eg +E,,)0,, +E,4, (50)
respectively, where £ is the energy consumption of environment sensing, Ess
is the energy consumption of spectrum sensing, £g is the energy consumption
of spectrum management in the management mode, £ iS energy consumption of
the last spectrum management performed at the end of a frame, Cr is the total
number of channels, dj; is the number of data collection cycles in the data
collection mode, and gy is the number of data collection cycles in the
management mode. Because of the energy consumption values are fixed, both £y
and £y greatly depend on @ and qy, respectively. There are three possible
conditions between dp, and aj:
(1) If ape= dy, then £y < &y
(2) If dpe < ay, then Epe << &y.
(3) If dye> ay, then there should be a limitation to make £y < E&p.
The duration of a frame is fixed as 100 time slots in the performance
evaluation. Furthermore, certain activities are occurred determinately and
their time consumption is predetermined. Hence,

OIDC :93/(3000), (51)
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and

d, =(87-C)/@EC,), (52)
where Cr is the total number of channels, and (p; and Cy are the numbers of
active channels in the data collection mode and in the management mode,
respectively. Furthermore, 1 < Cp < Crand 1 =< Oy < Cr. Let £ = Er5 + Epp,
E'= Cr Ess + Egy, and £,y be eliminated in both £y and £y, then, to show that
Epe < Ey, Y ape> dy, the following equation should be true:

Ed,. —d,)<E", (53)

where (dpe - dy) >1.

To check the absolute truth of Equation (10), the maximum(&(dy — dy))
is compared with minimum(£’). Further analysis is: maximum(&(dy — dy)) = £
X maximum(ape — o) = £ X (maximum(ape) — minimum(ay)). The dpe is maximized
when Cp; equals to 1. Hence, adp; equals to 31 whereas the minimal aj equals to
1. Using the same variables used in the simulation in Section 5.3, £z = Ey
and, using the result from Equation (48),

E =2.25F,,. (54)

Similarly, Ess = 0.5E7 and Esy = 4.67 Ery. From the setting of gy = 1
and maximal Cy, Crequals to 21 can be obtained. Hence,

E'=15.17E,,. (55)

By substituting Equations (54) and (55) into Equation (53), the

statement (10) turns out to be not true. This means that I dj; and dj such
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that £y < £y. Now, the boundary of ap; and gy is to be found. The boundary of
dpe and gy can be simplified into the boundary of &, Cpc and Gy by referring
to Equations (51) and (52). These are known: 1 < (e < Crand 1 £ ¢y £ (7,
Y Cpe, Cy, and Cr. First, the condition when Cyp = ¢ is evaluated. Using
Equations (51) and (52), dye > dy, ¥V Cx, Cy and Cr > 1. Then, when Cp *+ CCy,
by setting minimal adp = 2 and maximal gy happens when Gy = 1, dpe > ay, given
dye = 2 and Cr > 81. However, only the first condition (G = G) is
considered because, in the simulation in Section 5.3, Cr < 81 and the case of
Cr> 81 is rare in the practical situation. Therefore,

1<Cr <80, (56)
for Gpe= Gy = C, 1<C<Cr.

Thus, Equations (51) and (52) can be represented as

d,. =31/C, (57)
and

d,. =87 -C)/@B0), (58)
respectively. Also, referring to Equations (54) and (55) and eliminating the
term £7¢ at both equations:

E,. =Exd,, =279 /(40C), (59)

and

_2.25(87 - C;)

E,=Exd, Yo

+0.5C, +4.67. (60)

Now, by setting £y < &y, the limit of C is obtained as
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C=>[(54+9C,)/ (6 +6C,)| (61)
which is the boundary condition where the energy consumption in the data
collection mode is lower than that in the management mode. When (7 is the
maximum of 80, C should be = 2. In the simulation, Cr is set to be equal to
30. So, using Equation (61), € = 2, which means that the minimum number of
active channels in the management and data collection modes is 2. Therefore,
if dpe > dy, then £y < £y, given the boundary of ¢ as in (61), which

satisfies the three possible conditions between ap; and dj.

C. Performance Evaluation

The performance of RETP is evaluated by a computer simulation using
MATLAB. The RETP is compared with TP-CRAHN. Originally, TP-CRAHN was
developed for CR ad hoc networks. In the performance study, TP-CRAHN is
selected as a comparison work because it is one of the earliest and the most
cited transport protocol in CR network environments. The sensor nodes are
deployed inside a building following a predetermined topology as shown in
Figure 30. The application of the CRSN might be structural health monitoring,
temperature monitoring, efc. The simulation settings are presented in Table
3 (settings for power supply and energy consumptions are the same with Table
1). RETP is compared with TP-CRAHN in terms of the (1) number of alive nodes;

(I1) delay in event detection; and (I11) reliability of event detection.
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Figure 30. Sensor node deployment.

Table 3. Simulation Parameters

Parameter

Value

Topology

50 m x 30m x 7m

Number of sensor nodes

60

Number of PUs

6

Number of sink nodes

1

Locations of sink node

(25 m, 15 m, 3.5 m)

Sensing range (environment sensing)

10m

Number of channels

30

Number of timeslots per frame

100
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Duration of a timeslot 20 ms

Figure 31 shows the number of alive nodes per frame during the
network active time. As the network topology is predefined and the sensing
coverage is not redundant, the exhaustion of even one sensor node means that
the CRSN coverage is disrupted. Therefore, the network lifetime is defined
as the energy depletion of the first sensor node. With this definition, RETP
has 53.77% longer lifetime compared with TP-CRAHN. The main reason for low
energy consumption in RETP is that it follows the schedule from the sink,
according to which a sensor node can go to the sleep state if it has no
scheduled activity.

In TP—CRAHN, because it was designed for ad hoc networks, the sensor
nodes are required to perform frequent control channel exchanges and relay
data packets. Nevertheless, both protocols perform spectrum decision in a
distributive manner, making the spectrum decision results (operating and
backup channel selection) more accurate compared to centralized spectrum
decision. In this simulation, the frame duration is equal to 2 s; thus, the
lifetime of RETP is about 53 days and the lifetime of TP-CRAHN is about 34

days.
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Figure 31. Number of alive nodes.

Delay in event detection is defined as the time elapsed between the
occurrence of a real event and the detection of the event by the sink.
Figures 32, 33, and 34 show the event detection reliability in three
scenarios: varied channel condition, varied probability of event occurrence,
and varied probability of PUs’ channel change, respectively.

The channel condition is varied from good to very poor, representing
the packet error probability. The probability of occurrence of an event is
varied from 20% to 80%. The PUs’ channel change is defined as the occasion
of PUs changing their operating channel, and it is varied from 20% to 80%.

For all settings, the simulation results show the same trend; RETP has
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shorter delay than TP-CRAHN by 53.52%, 51.18%, and 51.33% in the scenarios
of varied channel condition, varied probability of event occurrence, and
varied probability of PUs" channel change, respectively. These simulation
results show that even though the performance of each of the two protocols
is stable under these varying conditions, RETP always has the shorter delay.
The reason is, in RETP, data transmission activities are scheduled by the
sink. Therefore, if the data is transmitted successfully, then the delay is
fixed. On the other hand, in TP-CRAHN, data transmission occurs in a
sporadic manner, resulting in inconsistent and longer delays (in the case of

route failure).
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Figure 32. Event detection delay against channel condition.
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High reliability of event detection is one of the most important
requirements of a sensor network. The reliability of event detection is the
capability of the sensor nodes to detect the occurrence of a real event and
deliver the information successfully to the sink. In other words, the sink
needs to be informed about every event detection. When an event such as a
rise in the temperature occurs, a sensor node is able to sense the event if
it is inside the sensor node’ s sensing coverage limit. It is possible that
an event is sensed by more than one sensor node. In this case, the sensor
node creates a package containing the event information and sends it to the
sink. Sometimes, if the quality of the channel is poor, data transmission
from the sensor node to the sink might fail. In this case, the event is
detected by the sensor node, but it is not detected by the sink, which makes
the CRSN fails to deliver the data to the users. Figures 35, 36, and 37 show
the event detection reliability in three situations: varied channel
condition, varied probability of event occurrence, and varied probability of

PUs’ channel change, respectively.
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Figure 35. Event detection probability against channel condition.
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Figure 37. Event detection probability against probability of PUs’ activity

change.

Figure 35 shows the event detection probability against the channel
condition. The real event occurrence is the actual event simulated; thus its
value is 100%. The event is directly detected by the sensor nodes (detection
by sensor nodes) and the sensor nodes send the data to the sink (detection
by the sink). The simulation results show that not all the events are
detected by the sensor nodes. Indeed, the highest detection rate by the
sensor nodes is 69.85%. Furthermore, in most cases, not every detection by
the sensor nodes is successfully informed to the sink, /.e., the detection

by the sink is almost always lower than the detection by sensor nodes. The

- 113 -



detection by sink is varied from 48.66% to 69.37%, relative to the real
event occurrence, or from 84.38% to 100% relative to the event detection by
sensor nodes. The reason that the sensor nodes fail to detect an event is
that they are occupied with other tasks such as spectrum sensing and
spectrum management. Nevertheless, the detection by sensor nodes in RETP
remains stable (average 69.58%) whereas it decreases in TP-CRAHN from 67.75%
to 48.67/% as the channel quality degrades. The detection by sensor nodes in
RETP is higher than in TP-CRAHN by a minimum of 2.84% when the channel
condition is acceptable and a maximum of 30.28% when the channel condition
is very poor. These results show that the performance of RETP remains stable
even if the channel condition becomes worse.

Some events detected by sensor nodes might not be successfully
received by the sink. Thus, the rate of event detection by the sink is at
most the same as that of detection by sensor nodes. When both the rates are
same, it means that every data transmission from sensor nodes to the sink is
successful. Naturally, as the channel condition becomes worse, the rate of
detection by the sink would become lower than that by sensor nodes, because
the probability that the data transmission is lost or erroneously received
becomes higher. The rate of detection by the sink relative to that by sensor
nodes in RETP is 94.20% on average, whereas in TP-CRAHN, it is 99.98% on
average. TP-CRAHN shows better performance compared to RETP by 5.78%. The

reason is, in RETP, for each event detection, a sensor node sends a SDATA
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package and waits for an ACK. If it fails to receive an ACK, it retransmits
the data on the next schedule during the same frame. When the current frame
ends, the sensor node starts the next frame by following the operation mode
and ignores its pending SDATA, making the sink fail to detect the event. In
TP-CRAHN, the network activities are not divided in frames and the sensor
nodes do not follow a centralized schedule; therefore, when an event occurs,
the sensor nodes send this data to the sink immediately and the route
failure method is ready to repair link failures.

Figure 36 shows the event detection probability against event
occurrence probability. The results show that both protocols perform
satisfactorily under these variations. Overall, RETP outperforms TP-CRAHN by
3.00% and 1.88% for detection by sensor nodes and detection by sink,
respectively. These results show that both protocols are able to handle
frequent event occurrences. Figure 37 shows the event detection probability
against PUs’ channel change probability. Similar to previous results, the
per formance of both protocols remain stable, even though the probability of
PUs" activity change increases. Overall, RETP outperforms TP-CRAHN by 3.61%
and 2.53% for detection by sensor nodes and detection by sink, respectively.
This result shows that both protocols are able to adapt to frequent PUS’
activity changes. Table 5tb quantitatively summarizes the improvement of the

per formance metrics measured.
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D. Conclusions

A transport protocol for CRSNs called the robust and energy-efficient
transport protocol (RETP) has been proposed. RETP focuses on prolonging the
network |Iifetime of CRSNs while simultaneously reducing event detection
delay and maintaining reliability. The protocol operates in two modes:
management mode and data collection mode. In RETP, channel sensing and
channel decision are performed in a distributive manner by the sensor nodes,
whereas data transmission is governed by the sink. The sink broadcasts a
schedule for each frame in which it is followed by the sensor nodes. RETP
has two types of data. SDATA has to be transmitted immediately for which an
acknowledgment from the sink is required. RDATA does not require an
acknowledgement from the sink, but if the sink does not receive any data, it
sends a NACK packet. The performance of RETP has been evaluated and compared
with the performance of TP-CRAHN. Simulation results show that RETP achieves
53.8% longer network lifetime compared to that of TP-CRAHN while achieving
shorter event detection delay and preserving stable event detection

probability.
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V1. CONCLUSIONS AND FUTURE WORKS

A. Conclusions

In this thesis, energy-efficient protocols for a CR sensor network
(CRSN) are proposed, as the CRSN is envisioned to be the key network to
support the requirements of future wireless networks, such as seamless
telecommunication, Internet of things, and improvement of spectrum
utilization. However, there are numerous challenges in CRSNs. Some of the
challenges are inherent to the CR devices properties whereas the others to
the WSNs characteristics. Those difficulties are overcome by: (1) a
distributed spectrum decision framework, (2) a compact clustering protocol,
and (3) a robust transport protocol. The performance evaluation for each
proposed protocol shows an outstanding energy savings and other network
parameters improvements.

An effective spectrum decision framework is necessary to support
inter—spectrum sharing as well as intra—-spectrum sharing. In Chapter IIl1l, an
energy—efficient distributed spectrum decision (EDSD) framework is proposed
with two operation modes where each mode has three modules: spectrum sensing,
spectrum decision, and data transmissions. Two spectrum selection algorithms,
namely EDSD random selection (EDSD-R) and EDSD game theory-based selection

(EDSD-G), are proposed and their performances are evaluated against a
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related work. The performance evaluation shows that EDSD-R and EDSD-G have
longer network Ilifetime in both scenarios of PUs did not have favorite
channel and they have a favorite channel. Moreover, the proposed works also
have lower overhead. The reason of the improvements is mainly because EDSD
is a distributed method which requires less control packet exchanges to the
sink. Other contributors of the performance improvement is the simple yet
energy-aware clustering method, the predictions by Markov chain (in EDSD-G),
and the data collection mode that has lower energy consumption than
coordination mode.

Similar with WSNs, clustering is one of the energy conservation
strategies in CRSNs. In Chapter |V, a clustering with temporary support
nodes (CENTRE) with two sub-phases of cluster formation is proposed to solve
the additional clustering requirement in the CR environments. A novel
concept of temporary support nodes to assist the cluster coordination is
introduced. The performance evaluation of CENTRE shows that it achieves up
to 34% longer network lifetime with lower clustering overhead compared to a
related work. CENTRE also decreases the average distance between CHs and
their members, resulting in compact clustering. The main reasons for the
performance improvement of the CENTRE scheme include the following: the
fixed cluster formation duration, the adjustment of the transmission power

of the cluster members based on the distance to the CH, the refinement of
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the cluster formation process by the use of temporary support nodes, and the
use of the sleep mode when the sensors are not active.

Last but not least, a transport protocol is the key to reliable data
collection in wireless sensor applications. |In chapter V, a robust and
energy-efficient transport protocol (RETP) that differentiates the data type
based on their content and interchange the acknowledgment methods based on
the data type is proposed. Performance evaluation shows that RETP achieves
up to 53.8% longer network lifetime compared to a related work while
achieving shorter event detection delay and preserving stable event
detection probability, simultaneously. The performance improvements are
caused by RETP methods of distributive spectrum sensing and decision which
leads to more accurate spectrum selection and less spectrum switching.
Moreover, the interchange of acknowledgment method gives a prioritization to
delay-sensitive data.

The three proposed protocols are designed based on different
application scenarios. EDSD is suitable in an environment where the PUs are
crowded and their channel access behaviors reveal certain patterns that can
be exploited in order to select the most stable operating channel in terms
of channel holding time by training the Markov chain. A suitable application
for EDSD is an environment monitoring application in an urban area, such as
air pollution monitoring in a city. On the contrary, CENTRE works best when

the PUs are sparse or none. The reason is because, rather than anticipating
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PUs appearances on the operating/backup channels, CENTRE aims at creating
compact clusters and maintaining the formation for as long as possible.
However, CENTRE can cope well with large—scale, dense, and random deployment
of cognitive sensor nodes in a wide-band CRSN (comprises of wide selection
of channels). A suitable application for CENTRE is an environmental
monitoring application in a rural area, such as forest fire detection. The
third protocol, RETP, can be implemented in any PUs condition, because it
monitors the operating channel’ s condition periodically to anticipate PUs
appearance. However, RETP can only handle small-scale and pre-determined
deployment of cognitive sensor nodes, where clustering is not needed. A
suitable application for RETP is a modest and pre—-planned sensor network,
such as structural health monitoring and smart homes. Table 4 lists the

features of each protocol.

Table 4. Features of EDSD, CENTRE, and RETP

EDSD CENTRE RETP
Network size Moderate Large Smal |
Population of Any Dense Sparse
sensor node
Deployment of Any Random Pre—determined
sensor nodes
Number of CR per Single CR Single CR Single CR
sensor node
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Clustered sensor Suppor ted Yes No

nodes

Number of PUs Crowded Sparse/none Any

Condition of PUs Have certain Any Any
patterns

Coexistence with Very suitable Suitable Suitable

other wireless

systems

Number of Many Many Several

| icensed channels

Data collection Periodic Periodic Periodic

type

Focus PUS’ spectrum Compact End-to-end

usage prediction

clustering with
partial spectrum
sensing

reliability with
data
prioritization

Suitable scenario

Environment
monitoring in
urban area

Environment
monitoring in
rural area

Structural health
monitoring or
other pre-planned
network

B. Future Works

The essential issues of CRSNs have been covered in this thesis:

however, this work is still far from CRSNs realization. Aside from

regulation and standardization issues, the most suitable protocols and
scenarios for CRSNs could be prepared. The future works are:

1. To refine the proposed protocols to achieve higher energy saving
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For spectrum decision framework, the game theory-based spectrum
selection might be combined with other machine learning or artificial
intelligent algorithm to exploit PUs spectrum usage pattern. The goal is
to al low sensor nodes to select an operating channel with lowest channel
switching probability (or proactive spectrum mobility) to reduce energy
consumption.

To refine the PU activity model based on real measurement

PU channel usage might reveal a particular pattern during specific time
span. Real measurements on PU activity, if any, are to be incorporated
to measure the performance of the spectrum decision especially.

To match the sensor nodes deployment to the application scenarios

Two of the three proposed protocol assumed that the sensor nodes are
placed randomly over the interested region. However, some wireless
sensor applications might have predetermined sensor placement, such as
the case considered in Chapter V. In this case, the clustering protocol
proposed in Chapter |V might be refined to achieve higher energy

conservation.
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