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I. Introduction

A. Research Motivation

Steganography detectability has become a major concern as the secret message size increases,
so that most of the state-of-the-art methods have become more complex to maintain a greater
undetectability such as HUGO (highly undetectable steganography), Extended HUGO, Edge
Adaptive (EA), £1 embedding in extended noisy regions and LSB-Matching revisited. They
employ surrounding pixels to estimate the number of secret bits to conceal in a typical target pixel;
however, they endure complex, time-consuming calculations considering the neighboring pixels
and edge regions of a cover image so that the resulted stego-image might become less detectable by
extracting steganalysis feature sets such as SPAM (Subtractive Pixel Adjacency Model). SPAM
features are extracted from the neighboring pixels of every pixel of the cover image and will be
input to ensemble classifiers which is proven to be the most powerful steganalysis attack. Among
state-of-the-art methods, HUGO is shown to be less detectable; however, it is more detectable
using other extracted features such as Squareth*. With regard to this issue, extended-HUGO
simply tries to be less detectable against 2™ order SPAM features by extending its calculations for
square features. For the same reason, it becomes more complex and takes longer time to run
compared to original HUGO. In terms of maximum payload size in bits, all of the state-of-the-art
can embed up to 1 bpp while tending to embed in edges rather than regions with less textural
complexity so that their resulted stego-images would become more difficult to detect by ensemble
classifiers while they take a longer execution time. Hence, the consequence of increasing
complexity in the functionality of Steganography applications accelerated the demand of less

complex systems while detectability level is less.

For efficient implementation of steganographic techniques with higher time performance, it is
important to propose a method which has the potential to be implemented in parallel preserving
higher undetectability level. The problem is that the above mentioned methods are reliable on the
surrounding pixels and their stego-images will be more detectable if they are bound to use only a
block of pixels to make the proper decision on amount of embedding. Therefore, they might not be

estimating the right payload unless the secret bits are totally embedded once which is not
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reasonable in parallel implementation. To achieve higher time performance in a possible parallel
implementation, each processing has to be notified about the amount of secret bits that can be
embedded in one individual block of pixels prior to beginning the embedding process and it has to
avoid data embedding dependency so that every block of pixels from the original (cover) image can
be embedded at the same time while other blocks simultaneously embed their pre-assigned number

of secret bits.

B. Research Objectives

The main goal of this research is to come up with a steganography method with a less
detectability level compared to the state-of-the-art methods while we can embed not only up to 1
bpp but also 4 bpp. Furthermore, we expect the to-be-proposed method to have the potential to be

parallelized so that we could save more execution time compared to the state-of-the-art techniques.
C. Thesis Contributions

In order to achieve our goals, we formulated and designed a method using an error image by
differentiating an original image from its respective JPEG compressed image. The error image will
be simply considered an embedding map implying where and to what extent secret bits should be
embedded. Furthermore, the amount of secret bits (payload) must be known to the sender prior to
starting the embedding procedure so that each processing unit assigned to every individual block of
pixel will easily select its respective partition of secret bits to embed so that all processing units
will be run in parallel while there will be no scrambling of the secret bits after extraction. There are

four approaches proposed in this work as follows:

1. “Adaptive least significant bit matching revisited with the help of error images” has shown
how ensemble classifiers would become confused by the JPEG IQF and JPEG decompression
artifacts. It is also proven that how undetectable a stego-image will become if we distribute the
secret bits through the cover image more adaptively and select the right pixels to hold secret
bits using a calculated Base matrix as a guide. The guide exploits the texture of the cover
image so that the secret data bits are distributed through the white target pixels while trying to
affect the cover image the least by utilizing LSBM-R method for every pair of target pixels.

Collection @ chosun



The execution time of the proposed method is proven to be around two times faster than that of
the HUGO methods with two different settings.

2. MS-E which stands for “Modular steganography with the help of error images™ and simplifies
DPMS-E, imposes lesser changes on the cover image pixel values because the decimal value of
every 32-bit secret block becomes smaller if it is divided into multiple base numbers. Hence,
the decimal value of every 32-bit secret block is broken down into much smaller remainders
and a small change in pixel value is required, consequently. Thus, less change leads to a greater
PSNR value and lower detectability while more secret bits are embedded utilizing either
LSBM-R or MBNS method. Unlike the original MBNS method, the greatest change to be
enforced on each pixel is computed from an error image and the smallest impact of the change

is minimized using LSB matching.

3. DPMS-E stands for “Double phase modular steganography with the help of error images” and
it applies a second phase of implicit compression using pseudo random numbers. Thus, unlike
LSB matching—based methods, EA and HUGO methods that can only embed up to 1 bpp, this

scheme could even embed up to 4 bpp.

4. We proved that ensemble classifiers have more probability of error to detect the resulted stego-
images. Furthermore, the execution time of the proposed method in serial was verified to be
approximately 2.32 times faster than HUGO. Moreover, we explained that owing to their
embedding dependency, EA and HUGO cannot be implemented in parallel while the proposed
“Parallel Modular Steganography Using Error Images (P-MSE)” has a speedup of over 55
times using 110 PUs.

D. Thesis Organization

The rest of this thesis is organized as follows: Theoretical background of Steganography
schemes are introduced in Chapter 1. The overview of previous related works is given in chapter II.
The overall block diagrams of four proposed methods are discussed in chapter III. Experimental
results related to every one of the four proposed methods are discussed and evaluated in Chapter IV.

Finally, the conclusion with future goals are discussed in the last chapter.
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II. Overview and Related Work

Since the early days, individuals send messages as a form of communication. In some
situations, it was supposed to be sent by means of a pre-secured method hoping that no other
person except the desired receiver could get the meaning of the content. So, people always hide
their favorite messages by a variety of methods [1] [2]. For instance, ancient Greeks put the
message on the underlying wood of a tablet and then covered it with some wax to be considered as
a kind of useless thing. Another method is that a messenger shaved the head and wrote something
on his head. After his hair grew back, he was sent to somewhere and nobody could ever detect or
guess that if he had any message embedded on his head [1]. Another secure method is to use
invisible inks and it was widely used in World War II [1]. With invisible ink, a seemingly innocent
letter could include another written message between the lines [3]. In addition, there were some
innovative methods to transfer these secret messages by means of an ordinary message, like what a
German spy did in World War II. He transferred null-cipher message that included one sentence.
The receiver could extract the second letters of each word to find another sentence. The secret
message was the statement: “Pershing sails from NY June 1. Here is the long cover message sent:
“Apparently neutral’s protest is thoroughly discounted and ignored. Isman hard hit. Blockade issue

affects pretext for embargo on by-products, ejecting suits and vegetable oils.” [1]

In comparison with today’s technologies, lots of new interesting methods are appeared and
computers play the most important role in this section. It is worth mentioning that a great deal of
information hiding systems deal with media files such as video, sound and different types of
images formats. So, digital media can be transmitted over networks. A secured transmission is
mostly wanted in such an area in order to protect secret messages. Hence, computers with a
connection to internet are considered the major communication media forming a kind of huge
virtual world including many kinds of people. These people could be of any type holding different
jobs; however there are many precious works shared online holding some author property rights
that must be preserved. The problem is among all of these people, there are always sniffers
watching the network so that they might get a chance to either change or remove these copyrights

in favor of their illegal usage. Thus, it is important to have such materials protected in such a way
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that the existence of copyrights or any form of secret information becomes imperceptible to such

potential attackers.

A. Introduction to Steganography

As in the real world, regardless of adding security locks protected by passwords or putting them
in a safe, one of the first ways of keeping anything intact is to hide it. The key to hide any binary
information has led to the development of a science called Steganography. The word
“Steganography” is derived from the Greek word, ‘Steganos” meaning hidden or concealed. Thus,
“Steganography” stands for “concealed writing”. It is about hiding the existence of any information
in such a way that it does not attract any attention and the media keeps the same innocent look as
the original does. Steganography is a powerful security tool that provides a high level of security
and it becomes more reliable if it is combined with encryption [4]. In steganography, the media

with and without hidden information are called stego-media and cover media [5] [6].

Figure 2.1 Information encoded using Morse code along with the riverside onto the grass [7]
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As stated earlier, the word “steganography” is basically a Greek word meaning “covered
writing”. There are many cases, however the earliest might be in the 5th century when the Greek
tyrant Histiaeussent tattooed a message on his slave’s shaved head. As soon as the slave’s hair grew,
he let him go with the message to his son-in-law, Aristagoras, who was in Miletus [7]. Additionally,
there was a wax covered tablet that they had to remove the wax in order to write a secret message.
Later on, for reading the message, the receiver had to peal the wax off to read the message. They
also had different methods to write a message between lines using invisible ink which could be
made of substances like fruit juice, urine, or milk [8]. Invisible inks were also widely used in World
War II. The Germans innovated a micro dot way of writing during the same time [9]. In 1550, an
Italian mathematician, Jerome Cardan, proposed a secret way of writing using a paper mask in
which holes had to be filled out with the message characters. For the unused space between the
characters, they would make some sentences including the same characters to convey an innocent
meaning without the mask. In Saudi Arabia at the King Abdulaziz City of science and technology,
a project was initiated in order to translate the secret writings into English from Arabic manuscripts

as old as 12 centuries [10]. Some other manuscripts were discovered in Turkey and Germany [11].

>
Secret Key
Cover Image Sl Embeddmg '
Secret Extlactmg* ' L J Algomhm Cover Image
Message / Algorithm
Secret Key
>=
Secret Message

Figure 2.1 Graphical Representation of the Prisoner's Problem [14]
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In 1945, Morse code was concealed and encoded in a drawing (Figure 2.1) onto the stretch of grass

along the side of the river. The long and short grasses would be denoted as line and point.
B. Steganography and cryptography

Steganography and cryptography are frequently mistaken with each other. Steganography
differs from cryptography. Cryptography tries to secure communications by changing the data into
a form that an unwanted attacker would not understand its meaning. On the other hand,
Steganography conceals the existence of the secret message itself, which makes it difficult for
human vision system (eyes) to figure out where the message is located. Encrypted information may
sometimes draw attention, while imperceptible information will not. Accordingly, cryptography
cannot guarantee the most secure communication, however it can only be part of the solution [8]

[12].
As a typical Steganographic example presented in [13], Alice and Bob are defined as two

prisoners who have to send some information in a hidden way that Wendy does not understand.

They must communicate in a way that no one can reveal the message by looking at their objects

Cap;city/

Naive Steganography Technique

Secure Steganography Technique . Digital Watermarking

Imperceptibility / Robustness

Figure 2.2 Competing factors in Steganographic systems [16]
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(Fig. 2.2). Thus, it can be said that the major purpose in Steganographic is to be hidden from
human vision system and any algorithm would be considered imperceptible enough as long as it
has more invisibility to human eyes. This imperceptibility would be a result of high image quality.
In other words, if the image quality is degraded, it would be meant as some data has been put into

the cover image. The more quality drops then, the more data should have been embedded.

C. Performance and Evaluation Measures

There is a trade-off between imperceptibility and capacity payload. The more a Steganographic
method embeds, the lesser imperceptibility for stego-image would be achieved. As in watermarking,
unlike steganography, degree of robustness to either visual attacks or intentional added geometric
noise is much more of concern rather than capacity and imperceptibility. Furthermore, the original
watermark (like secret bits in steganography) has to be embedded in a cover image. The watermark
size is far smaller than the maximum capacity applied in steganography. Since any probable attack
is always expected for a watermarked image, the main purpose in watermarking is to protect the
hidden watermark namely owner’s property right or a load of confidential data from sniffers [14].

This difference is well shown in Fig. 2.3.

Generally, there are three competing factors in Steganographic systems as follows:

Imperceptibility (Undetectability) is considered as the main evaluation factor for steganography.
There is a common way to measure the quality of an image of size M X N pixels by using a
commonly used factor called PSNR (less commonly used metrics such as Watson [15] and
universal Q index [16]). PSNR stands for Peak Signal to Noise Ratio. First, we need to calculate
the error which is resulted from the intentional change made by a steganography scheme. MSE
stands for Mean Squared Error and it is computed between a cover image and a stego image using

the following equation:

M N
1
MSE = (— N)ZZ(aix,- — bixj)? (1)

i=1j=1
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Where variable a;,; refers to the value of a pixel at (i, j) coordinates of the cover image and
similarly b; ; is the corresponding pixel value in the stego image. Pixels cannot get a value greater

than 255 (28 , 8-bit color depth). Finally, PSNR is calculated using the computed MSE below:

2552

PSNR =10 x log M5E (2)

Where the result of PSNR is said in dB and experimentally a stego image with a PSNR value
over 25 dB should be imperceptible enough to human vision system (HVS). However, this value
might differ from person to person. In addition, there are two kinds of watermarking techniques
namely visible or invisible. Unlike visible watermarked images that the watermark can be seen with
one’s eyes, Steganographic schemes can never be visible. Hence, undetectability is the first concern

in steganography [14] [10].

1. Robustness measures the ability of any proposed scheme to survive any visual or statistical
attacks (Steganalysis) to either stego image or watermarked image. The difference is that
in steganography, higher PSNR is by itself depicting the robustness unless the existence of
embedded information is revealed by any attack. On the other hand in watermarking,
usually more sophisticated attacks would be applied to watermarked image in order to
either change or remove the embedded watermark as it is already clear to the sniffer that
there exists hidden information in a watermarked image. In other words, steganography
fails when it is detected and watermarking fails as soon as the watermark is either removed

or replaced [10].

Steganalysis is an analysis to reveal the existence of the secret bits in a typical stego-image.
A typical Steganalysis would try to find either strange or similar steps namely in histogram of
the stego-image. One of the preliminary steganalysis attacks is called Chi-squared attack [17]
looking for pair of values in the stego-image histogram so that it will reveal the existence of
secret bits as well as providing a probable embedding rate. However, the steganalysis results
indicate that the performance of steganalysis would be affected by the JPEG quality factor and

JPEG recompression artifacts. They make it more confusing to steganalysis schemes [18]. Due
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to this fact, secret data in most of the Steganographic systems in transform domain seems to be

embedded into the non- zero discrete cosine transform (DCT) coefficients of JPEG images [19].

2. Payload capacity is the other difference between watermarking and steganography. It
refers to the size of secret message in bits. Maximum Payload capacity in Steganographic

schemes is greater than payload capacity in watermarking methods.

To be added, there are two types of steganography techniques, namely blind and non-blind
steganography. Blind steganography schemes are capable of extracting the secret message without
access to the original image on the receiver side. On the contrary, non-blind Steganographic
schemes require the original image in order to extract any data [14]. It is also supposed for non-
blind schemes that the original photo could be easily found with respect to its similarity to the
stego-image. Hence, non-blind schemes have some limitation on choosing the cover image and the
receiver has to find the original cover image which is similar to the stego-image. The original

image is not necessarily sent to the receiver.

D. Steganography in Spatial Domain

There are two domains available for steganography. The first domain is called Transform
(Frequency) domain, such as Discrete Cosine Transform (DCT), Fourier Transform (FT), and
Discrete Wavelet Transform (DWT). The second domain is called Spatial. The former includes
mostly complicated algorithms along with indirect embedding of secret information in a transform
space of the signal (e.g. in the frequency domain) [20]. While the latter usually has less complexity
and it is easier to implement, it uses a direct least significant bit (LSB) replacement technique [10].
According to a list of methods presented in [21], data hiding by LSB is the most conventional type
of steganography in spatial domain. It is based on manipulating the least significant bits of target
pixels by directly replacing them with new bits [22] [23] [24] [25] [26]. Data hiding by MBPIS
(Multi bit Plane Image steganography) is another Steganographic technique proposed to be robust
to RS steganalysis methods [27]. Data hiding by QIM (Quantization index modulation) is
quantizing an input signal x to the output y using a set of quantizers. It is applicable to both
steganography and watermarking [28]. Data hiding by PVD (pixel value differencing) owns a high

imperceptibility, as well as high payload capacity. It segments the cover image into non
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overlapping blocks containing two connecting pixels and modifies the pixel difference in each
block (pair) for data embedding [29]. The shape of the different histograms of the stego images is
changed a great deal, so that it is vulnerable to some steganalyzers [30]. Thus, two methods are
proposed to improve PVD. The first tries to exploit the concept of PVD and uses a patch reference
table (PRT) as a guide to preserving the different histogram shape [31]. The second scheme also
claims that there exists a loophole in the PVD method. Unusual steps in the histogram of pixel
differences reveal either the presence or even the amount of a secret message. This modified PVD
scheme avoids occurrence of such steps while [32] preserving the advantage of low visual
distortion of the PVD. Another data hiding is based on GLM (Gray level modification) which is
mapping data by modifying the gray level of the cover image pixels. It is kind of one-to-one
mapping between secret data and selected pixels while using an odd and even concept [33]. Also,
[34] works by dividing the cover image into blocks of same size and then embedding the message
on the edges of the blocks depends on the number of ones in the most significant four bits of the
pixel. Another work [35] proposed a scheme to embed the data. It first encrypts the secret data
using a secret key and compresses it afterwards. The same key is used to apply encoding in the
cover image, too. There are some theoretic models published, too. As [36] proposes a blind
universal stego system. This stego model needs no knowledge of the cover media distribution,

except that it is generated from independently repeated experiments.

As it can be seen from the results achieved by such methods, the PSNR values are compared
between them to show to what extent the image quality is preserved for each stego-image. That is
to say that the most powerful steganalysis methods are rarely applied to the stego images holding

maximum payload (secret bits capacity).

E. Steganography in Transform Domain

There is an approach [37] in transform domain. It applies DWT to the gray-scale cover image.
The secret message is also compressed by Huffman. The Huffman code bits are embedded where
wavelet coefficients have high frequency in order to preserve the image quality. This method has
proved a contribution in higher quality of stego image over [14] in which A DWT based approach
is proposed in frequency domain and based on the different users’ demands on the embedding

capacity and image quality, their algorithm is divided into two modes and 5 cases. The secret
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message also goes through a pre-processing and a well-designed mapping Table keeps the
messages away from stealing. Finally, pre-processed secret messages are embedded in high
frequency coefficients and lower coefficients are left intact. The scheme in [37] also claims a
contribution over [38] in such a way that it tries to minimize the image distortion by exploiting the
correlation between neighboring pixels to estimate the degree of smoothness or contrast of pixels.
Those pixels located in edge areas, since they have higher variation, would be thought as tolerating
larger changes so that more of secret data would be embedded with lesser change in the quality of
stego image. This method is a blind Steganographic and does not refer to original cover photo in

extraction time.

In spatial domain, data hiding by MBNS [39] segments the secret bits into several partitions of
the same size of 32 bits each. The decimal value of each partition would be represented using
multiple bases calculated in advance using the same variance of neighboring pixels as used in [37].
Therefore, every pixel in the cover image represents one base which is calculated already. By
estimating the high variation around busy areas, particularly edges, the decimal values of each 32-
bit block of secret data would be divided over bigger bases. The remainder of each division would
be the amount of change to be made into the current pixel. However, this amount of degradation is
so small that it makes less change in pixel values in smooth areas. Thus, human vision system
(HVS) would be unable to see them. MBNS method has proved its approach to be more
imperceptible in comparison to either PVD method [40] or Bit-plane Complexity Segmentation
method called BPCS [41]. BPCS method computes the complexity of decomposed bit-planes and
applies the idea in which the embedding is based on the fact that areas of low complexity such as,
homogeneous color or simple shapes, would tolerate less change compared to complex areas.
Another method [42] processes a secret image by splitting it into n shares to become hidden in n
user selected camouflage images. By embedding fragile watermarks and use of parity-bit checking
the fidelity of each processed camouflage image, called a stego-image, would be authenticated. In
[43], it is shown that there is a problem regarding those n participants and that dishonest
participants can easily manipulate the stego-image for successful authentication, but cannot recover
the secret image. With this regard, the authors have presented another scheme to improve
authentication ability that prevents such dishonest participants from cheating. Furthermore, as in
[44], there are two data hiding schemes incorporating both run-length encoding and modular

arithmetic. One is good to be applied for embedding simple data with long streams of repeating bits
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and the other is good for embedding complicated data with short streams of repeating bits. The
stego-image quality is controlled by arithmetic modular operation and the number of repeating bits
in the secret data and the bit itself (run-length encoding) are recorded as well. Another scheme [45]
has contributed with a better quality of stego-image over [44] [23]. It begins with dividing the
cover image into non-overlapping two-pixel blocks and embeds using some modulus operations .In
[46], a simple LSB based scheme is proposed to hide either a 256256 or 256x512 image in a
512x512 host image based on modulus operation. In [47], another module-based LSB substitution
method is discussed in which a lossless secret data compression is applied, too. This method also
tries to conceal smoother areas of secret image by modifying fewer pixels thanks to the
compressions made. Another scheme [48] was proposed to see whether it would be a right decision
to embed the maximum amount of data in a host image or not in such a way that the degradation of
host image would be the smallest. In this approach the host image is partitioned into non-
overlapping blocks and passing an imaginary plane in some three critical pixels. The characteristics
of this plane should not be changed after embedding the message. In another approach [49], the
secret data is broken down into data blocks of variable length and each block is embedded in
intermediate significant bits in addition to least significant bits of cover image. The embedding is in
such a way that highest length data vector is embedded in lower order bit plane and vice versa.
There is another approach [50] which is to apply two different ways of embedding in two different
categories of a host image. Two component based LSB technique embeds in edge areas and an
adaptive LSB Steganographic scheme embeds in smooth areas. The main principle in their work is

that edge areas can tolerate more change compared to smooth areas.

The current work embeds in spatial domain due to simplicity in the algorithmic nature and ease
of mathematical analysis. Furthermore, as stated and proved in [18], spatial domain techniques
could carry the largest messages (embedding rate) compared to transform domains namely DCT-
based embedding techniques [10]. The reason is that transform domain techniques can only embed
in nonzero coefficients while all pixels can be utilized in spatial domain. Finally, in a comparison
which is made using the same data set, a method is proposed that is able to embed the maximum
reported size of embedded secret message while the change of pixels is less perceptible to human
vision system and the most powerful steganalysis methods. Furthermore, it is proven that the

proposed method is more robust, too.
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III. Proposed Methods

Steganography conceals the very existence of any secret information in terms of bits. It usually
embeds secret data into any type of digital cover media, such as an image, video, audio, and so on.
The manipulated image or video looks innocent, and the message cannot be detected with the
human eye. On the other hand, exposing the existence of any hidden information in a cover image
is what steganalysis does. Such steganalytic algorithms are able to estimate the probable existence
of secret bits in different ways. If steganalysis detects the hidden information with a minimum

probability of testing error, the steganographic scheme has been broken.

There are two factors that have to be considered in designing a modern steganographic scheme,
namely embedding rate and undetectability, with a trade-off between them. The higher the
embedding rate, the greater the detectability. Some approaches are more concerned about
embedding capacity, with higher imperceptibility levels provided by greater peak signal-to-noise
ratio (PSNR) values, but there are many that try to be more undetectable rather than having higher
PSNR values. Least significant bit (LSB) replacement [26] embeds the information in the LSB of a
pixel, independent of its value. The LSB is directly replaced by the secret bit. This adds some
unwanted statistical artifacts, by which the existence of secret bits can be exposed. Such artifacts
are paired with values in a histogram of the stego image made by the LSB replacement method.
This makes detection easier for a chi-square attack [51]. LSB matching (LSBM) [52] applies minor
changes after LSB replacement because it randomly increments or decrements the LSB of a pixel
according to a pseudo-random number generator if the secret bit does not match the pixel’s LSB. It
is also called non-adaptive £1 embedding. Unlike LSB replacement and LSBM, which deal with
the pixel values independently (non-adaptively), LSBM revisited (LSBMR) [53] is another
approach that modifies the LSBM algorithm in such a way that the choice of incrementing or
decrementing the pixel value is no longer random. It performs the operation by using a pair of
pixels as a unit. The first pixel value changes in such a way that the first secret bit is saved in its
LSB and the second secret bit equals a function of the two modified pixel values. Both LSBM and
LSBMR are undetectable with a chi-square attack because, statistically, the probability of change is
the same as the increment/decrement performed, either randomly or by using a function. Although
the asymmetry artifacts of LSB replacement are almost completely avoided, they can still be

detectable using stronger steganalytic attacks. These LSB-based approaches do not consider the
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difference between the pixel and its neighbors. Edge adaptive (EA) image steganography [54]
embeds secret bits based on the LSBMR method. It begins embedding from the edge regions as far
as possible, while keeping other smooth areas as they are. The maximum embedding capacity of
this approach is limited to 1 bpp while the visual quality and security of stego images are proving
to be better than those of LSB-based and edge-based methods. Another approach is to use high-
dimensional image models to perform highly undetectable stego (HUGO) [55]. The source code is
available at Break Our Steganographic System (BOSS) website [56]. This method calculates
distortions corresponding to modification of each pixel by =1 and sets the stego image pixel value
as the minimum of these numbers. The best embedding order starts from pixels with the high cost
of embedding to the lowest, which is ascertained by an additive distortion function. The default
parameters of the distortion function were 6 = 1 and y = 1, and the switch —T 90, which means that
the distortion function was computed with threshold T = 90 used in the BOSS challenge [56].
Security of HUGO is evaluated by training support vector machine (SVM)-based steganalyzers
utilizing second-order subtractive pixel adjacency model (SPAM) features [57]. A filter suppresses
the stego image content and exposes the added noise in the stego image. Dependencies between
neighboring pixels are modeled as a higher-order Markov chain. The resulting sample transition
probability matrix is a vector feature that is a SPAM of covers. The second-order Markov chain
results in a second-order SPAM including 686 features for a typical stego image. In this work, the
undetectability level of the mentioned methods is benchmarked utilizing the second-order SPAM as
input features to state-of-the-art ensemble classifiers [58]. They proved to have better performance
compared with SVM-based steganalyzers in terms of both time and accuracy. The classifier has to
be trained with a database of pictures to detect the information more accurately, so BOSS [56]
version 1.01 was used to create sufficient stego images. The BOSS database consists of 10 000 8-
bit grayscale images at 512 x 512 pixels. Kodovsky et al. [59] use T = 255 in order to remove a
weakness of HUGO with original threshold value T =90 that makes the algorithm vulnerable to
first-order attacks because of an artifact present in the histogram of pixel differences. Thus, they
have compared the detection error for six different payloads (0.05, 0.1, 0.2, 0.3, 0.4, and 0.5 bpp)
and two settings of HUGO when using the histogram features (dim 4), the SQUARE feature (338)
[60], and a combination of both (SQUARE+ h*), which is equal to 342 features. HUGO embeds in
those places of the cover image where it is hard to model, and that is why they are more secure and

less detectable compared with =1 embedding [60].

-15-

Collection @ chosun



The first proposed method embeds in the spatial domain because of the simplicity of the
algorithmic nature and ease of mathematical analysis. Also, spatial-domain techniques can carry
the largest messages (embedding rate) compared with transform domains, namely discrete cosine
transform (DCT)-based embedding techniques and LSB-based approaches [10]. The reason is that
transformation domain techniques can only embed in nonzero coefficients, whereas all pixels can
be utilized in the spatial domain. Modern steganographic schemes are supposed to be undetectable,
rather than stressing the PSNR value, so the current scheme also shows the undetectability level.
The detectability level is shown by ensemble classifiers using SQUARE+ hy feature (dim 342) and
second-order SPAM feature (dim 686). The algorithm uses LSBMR for embedding the secret bits;
however, unlike LSBMR method, the target pixels are adaptively chosen based on a preprocessing

phase.

A. Adaptive LSBM-R using Error Images

State-of-the-art steganographic schemes, such as highly undetectable stego (HUGO) and its
extended version, aim at least significant bit (LSB)-based approaches embedding up to 1 bpp and
are more concerned about the undetectability level of the stego image rather than the peak signal-
to-noise ratio. The complexity of such methods is quite high, too. In this work, a steganographic
scheme is proposed in a spatial domain that takes advantage of error images resulting from
applying an image quality factor (the same as the ones used in JPEG compression) in order to find
the pixels where a slight change could be made. The amount of change is adaptively embedded
using LSB matching revisited. We show that our proposed method is less detectable than HUGO

and almost as undetectable as the extended HUGO while it has a greater time performance.
The proposed method pre-processes the cover image sized M X N pixels in order to create an
error image. The required error image is computed by applying a suitable image quality factor

(IQF), like the one suggested in JPEG compression, as follows:

1) Partition the cover image into non-overlapping blocks sized 8 x 8 pixels.
2) Apply DCT to every block using the JPEG standard quantization table. The cover

image can be transformed using a JPEG IQF, which can be any float number between
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0 (the least expected quality or full substitution of pixel values) and 100 (identical
image without any change).

3) Apply inverse DCT to the matrix of coefficients resulting from DCT of each block.

4) The compressed image resembles the original image. It consists of some imperceptible
added noise. The amount of noise has a direct relation to compression level and
embedding rate. The larger the embedding rate, the more noise.

5) The noise becomes greater if a smaller IQF is employed. In this regard, for every

pixel;j from Coverlmg mx ny wherei < M and j < N:

Errorlmg ; j= Coverlmg ; ; — Compressedlmg i (D

According to the pixel values from the error image, multiple bases are calculated for every

corresponding pixel. Base Mx N represents the matrix of multiple bases:

Base; ; = log2(|Errorimgl~_]-| +1) (2)

121 124 | 120 | 121 117 120 | 125 123
123 | 123 | 126 | 121 119 124 | 128 | 124
119 | 136 | 156 | 138 127 | 135 141 139
126 | 130 | 130 | 132 129 | 135 138 | 135

Cover Image Compressed Image
4 4 -5 2 2 2 2 1
4 -1 -2 -3 2 1 1 2
-8 1 15 -1 3 1 4 1
3| 3| 8| 3 2 | 2| 3 2

Error Image Base Matrix

Figure 3.1 Process of calculating Base matrix for 4x4 pixels of a typical cover image

-17 -

Collection @ chosun



Pre-Processing Phase

Cover IQF Compressed | Error Base
Tmage Image Matrix

— = ———

,______._
—
B
=
oS
[1-]

Embedding Map (Base Matrix)

P e ———-n-\

Stego
Image
1

Block of >

[
1
. LSB Matching
0 Secret bits ..
Secret Bits [:>| (Pairs of 0/1) > Revisited

1

Lk |

~

Figure 3.2 Structure of the proposed embedding method 1

The whole procedure of embedding is illustrated in Fig. 3.1. According to the embedding order,
which is line by line from top to bottom of the cover image, the algorithm reads the corresponding
Base from Base mx n. Pixels with a Base value less than 2 are skipped and left the way they are.
Thus, only pixels with a base greater than or equal to 2 are allowed to be embedded. The secret bits
are partitioned into non-overlapping 2-bit blocks. We applied 2-bit blocks to embed secret bits as
described by LSBMR method. Thus, for every 2-bit block, LSBMR [53] is applied to minimize the
embedding effect for two pixel units. Note that, unlike the LSBM concept, there might be some
pixels between two such pixels to which LSBM is not applied.

The structure of the proposed scheme is modeled in Fig. 3.2. The embedding is repeated until
every 2-bit block of secret bits is processed. If all pixels from the cover image have been processed
and some of the secret bits have not been embedded yet, IQF has to be decreased toward 0.01. If
the secret bits are still partially embedded, the cover image cannot take more secret bits, and that

would be the maximum payload of the current method (up to 1 bpp).
The algorithm extracts the secret bits from the stego image pixels using the same IQF and Base
matrix. The stego pixels with a corresponding base greater than 2 implies where secret bits are

embedded. Using the embedding map (Base matrix), every pair of secret bits can be easily

extracted using LSBMR algorithm.
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Table 3-1. A numeric illustration of embedding and extracting
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The embedding procedure is illustrated in Table 3-1. Four pixels with grayscale values 80, 101,
157, and 213 are excluded because their corresponding Base values are either 0 or 1. Pixels with
values of 87 and 165 have formed a pair of pixel units to be given to LSBMR [53] for embedding
(zero in both of them). The pixel with a value of 165 is identical to the original pixel value. In this
case, only one pixel is spared from being changed, yet the message bits are still extractable. Finally,
the extracted values are shown in boldface. According to the LSBMR algorithm, in the worst case,

only one of the two pixels is incremented or decremented.

B. Modular Steganography with the help of error images

In this section, another spatial domain-based modular steganographic scheme is proposed that
also uses the error image that results from applying an image quality factor to the cover image
similar to the one used in JPEG compression —in order to discover the pixels where a few secret
bits could be adaptively inserted. Similar to the first proposed method, the amount of change in a
pixel is based on the initial error image in such a way that the processed partitions of secret bits
could be embedded using not only LSB matching revisited (first proposed method), but also a
modular function for two different embedding cases. This helped the new scheme embed more than
1 bpp and up to around 4 bpp. We also show that our proposed method is less detectable than three
state-of-the-arts methods, edge adaptive (EA), highly undetectable steganography (HUGO, with
threshold parameters of either 90 or 255), and Adaptive £1 Steganography in Extended Noisy
Regions. The detectability level is evaluated by the most recent state-of-the-art steganalysis attack,
the ensemble classifier method, with a second-order subtractive pixel adjacency model (SPAM,

dim 686) and SQUARE + hx features (dim 342) given as their input.

It partitions the cover image into 8 x 8 pixel blocks and applies an image quality factor (greater
than zero and less than 100) to every partition. The discrete cosine transform (DCT) of every
partition is quantized using the image quality factor, and the compressed cover image is
reconstructed by applying the inverse DCT to every quantized partition. Finally, the error image
differentiates the cover image from the compressed cover image. A matrix is computed according
to the values of error image, called the Base matrix. The Base matrix consists of multiple bases and
reveals the places and number of secret bits that can be embedded in the cover image pixels. Every

32-bit partition of secret bits is represented in multiple-base notational system [39] in the base
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matrix and is embedded adaptively using either a modular function or LSB matching revisited [53].
Modern steganography schemes associate greater importance to undetectability rather than high
PSNR value. Hence, the current scheme is also shown to be very undetectable to modern

steganalysis attacks while maintaining high PSNR values for the stego images.

When an image is compressed using an image quality factor (IQF) similar to the one used in
JPEG compression, some of the pixels in the original image will be slightly altered. This slight
change is considered a noise, which is invisible to the human vision system. Thus, the places where
such noise occurs could be the best candidate for holding secret data. This implies that the noise
that occurs in the error image suggests where and to what extent we can insert secret bits. Unlike
other methods described earlier, the current method does not require a noisy function or the
calculation of many features to render the stego image more undetectable. Further, it can embed in
any image adaptively (sensitively to texture) in such a way that less value changes are tolerated by

pixels of the cover image.

As explained in the first proposed method, this scheme also pre-processes the M x N cover
image to create an error image. The required error image is computed by applying a suitable image

quality factor (IQF), similar to the one suggested for JPEG compression, as follows:
1) The cover image is partitioned into non-overlapping 8x8 pixel blocks.
2) The discrete cosine transform is applied to every block using the JPEG standard
quantization table. The cover image can be transformed using a JPEG IQF, which can be
any floating point number between zero (the least expected quality or full substitution of

pixel values) and 100 (an identical image without any change).

3) The inverse DCT is applied to the matrix of coefficients resulting from the DCT of each
block.

4) The resulted inverse DCT is the compressed cover image that resembles the original
image, but now has some imperceptible added noise. The amount of noise has a direct

relation to the compression level and embedding rate; the larger the embedding rate, the
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Table 3-2. Partition sizes and PSNR values; payload: 0.2 bpp; IQF 70; first image of BOSS 1.01

Partition length (bit) Achieved PSNR (dB)
52 59.67
32 59.62
16 59.59
8 59.41

more noise has been added. The noise becomes greater if a smaller IQF is employed. In

this regard, for every pixel (i,j) from Coverlmg_ (M XN) where i<M and j<N:
Errorlmg ;j= CoverImg ;; - CompressedImg j; 3)

5) According to the pixel values of the error image, multiple bases are calculated for every

corresponding pixel. Baseyxy represents the matrix of multiple bases:
Base; j = log2(|Errorimgl-,]-| +1) 4)

The overall procedure is already shown in Fig. 3.1 (Similar to the first scheme). According to
the embedding order, which is line-by-line from the top to bottom of the cover image, the algorithm
reads the corresponding Base from Baseyy. Pixels with a Base value less than two are skipped
and are retained unchanged. Thus, only pixels with a base greater than or equal to two are allowed
to be embedded. The secret bits are partitioned into non-overlapping 32-bit blocks. It has been
shown that the larger the partition, the greater the PSNR (Table 3-2). Hence, we applied 32-bit
blocks because MBNS method can implicitly compress the secret bits while embedding them and
compresses more if partition size is bigger. For the same reason, PSNR value shown in Table 3-2

increases as partition length becomes more.
Using the decimal value D of every block, one can convert D into a multiple-base notational
system [39]. Thus, Vector D' is formed from the conversion of every decimal value D into n

multiple bases.

The embedding is applied in two different methods, as follows:

-22 -

Collection @ chosun



Case 1: For every element of vector D', say Dj.,, , greater than or equal to two, the
pixel values are directly changed using the following pseudo code, proposed by Thien and

Lin [46]:

Set d to D] —mod (CoverImg; ;, Base; ;)

It _lBase” 1J <d< [Base” 1] then
Set Change to d
Else If 1-Base;; <d< — le then

Set Change to d+Base;;

Else If [Base” 1] <d<Base;; then
Set Change to d — Base;;
Stegolmg; ; = Coverlmg; j+ Change
If Stegolmg; ; <0 then
Stegolmg; ; = Stegolmg; ; + Base;;
Else if Stegolmg;; > 255 then
Stegolmg; ; = Stegolmg; ; — Base; ;

where Dj can easily be extracted by dividing the stego image pixel value into the corresponding
Base value of the same pixel. The above algorithm merely searches for the best candidate that is
closest to the original pixel value. Thien and Lin [46] applied a fixed value of Base for every pixel,
while we have assigned multiple bases denoted by Base ;j for every pixel of the cover image. By
using multiple bases and not embedding in every pixel (in contrast to [41]), our proposed method

achieves more invisibility and less detectability, as shown in experimental results.

Case 2: For every D] where the value is either zero or one, LSBMR [53] is applied to
minimize the embedding effect for two pixel units. Note that, unlike the LSB matching
concept, there could be some pixels between the two pixels to which LSB matching is not
applied. LSBMR [53] embeds two bits in a pair of pixels and applies a function that is
dependent on the LSBs of the pixel values. In the worst case, only one of the pixel values
must be either incremented or decremented. The best case involves retaining the pixel

values intact and unaltered
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Figure 3.3 Structure of the proposed embedding method 2

The structure of the proposed scheme is shown in Fig. 3.3. The embedding is repeated until
every block of secret bits is processed. If all pixels from the cover image have been processed and
some of the secret bits have not been embedded yet, IQF must be decreased closer to 0.01. If the
secret bits are still partially embedded, the cover image cannot take more secret bits, and that is the

maximum payload of this method for that particular cover image.
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The algorithm extracts the secret bits from the stego image as follows:

Get Base matrix, Payload, and IQF
Set NextBlock to True
Initialize SumBases to 0
Initialize MulBases to 1
Repeat for every pixel from the stego image row-by-row from top to bottom
If Corresponding Base value for the current pixel is greater than or equal to 2 then
If NextBlock is true then
Set NextBlock to False
Initialize Bases to 1
Initialize SumBases to 0
Let M save the remainder for division of the stego pixel value into its corresponding Base
If M is either O or 1 then
Make two pixel units
Set M1 to the LSB of the 1* pixel
Set M2 to the function of 1% and 2™ pixels as proposed in LSBMR
Let M be M1 and M2 in order
Increment SumBases with M X MulBases value
Add MulBasesX Base to MulBases
If SumBases + MulBases is greater than 232 then
Set NextBlock to True
Monitor binary form of SumBases as part of the secret bits extracted
Initialize SumBases to 0
Initialize MulBases to 1
Until payload is extracted completely

The embedding procedure is illustrated in Table 3-3. The decimal value of the first 32-bit block
is calculated as 105 and converted into multiple bases of 3, 4, 2, and 5, which is (4030)5, 43
equal to 105. Values 4, 0, 3, and 0 must be embedded in two different methods, as stated in the
algorithm. The extraction is also performed with two different methods. The final extracted values
are shown in boldface. Two cover image pixels with grayscale values 80 and 101 are excluded
because their corresponding Base values are zero and one, respectively. The pixels with values of
87 and 165 form a pair of pixel units to be passed to LSBMR [53] for embedding (both get the
value zero to embed). The stego image pixel with value 165 is identical to the original pixel value.
In this case, one pixel is spared from change, yet the message bits are still extractable. According to
the LSBMR algorithm, in the worst case, only one of the two pixels are incremented or

decremented.
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Table 3-3. Numeric example of embedding and extraction
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C. Double Phase Modular Steganography with the help of error images

As we know, many steganographic schemes based on popular least significant bit (LSB)
embedding have been proposed. The embedding procedure is totally independent of pixel values
due to the fact that only the LSB has to be altered. Other methods either randomly increment/
decrement the pixel value or use a function to do so. Because of this, the maximum embedding
capacity cannot exceed 1 bit per pixel (bpp). State-of-the-art steganographic schemes, such as edge
adaptive (EA) and highly undetectable stego (HUGO), aim at such LSB-based approaches with the
help of LSB-matching algorithms and, unlike classical steganography, are more concerned about
the undetectability level of the stego image rather than the peak signal-to-noise ratio (PSNR) of the
stego images. There is a trade-off between detectability and the embedding rate of the stego images.
The larger the embedding rate, the higher the chance of detectability, and the opposite is also true.
On the other hand, classical steganographic approaches aim for maximum embedding capacity (say
4 bpp) while their main ability is to provide greater PSNR values rather than undetectability. In this
work, the second scheme is extended using double phases in such a way that can embed more
secret bits while it also takes advantage of error images resulting from applying an image quality
factor (the same as the ones used in JPEG compression) in order to find the pixels where the secret
data could be embedded. We show that our proposed method is still less detectable compared to the
EA method. The proposed method is almost as undetectable as HUGO. As for the previous two
proposed methods, the detectability level is again evaluated by ensemble classifiers with second-
order subtractive pixel adjacency model features given as their input. In addition and as a result of
using an extra phase, the proposed method can easily embed up to 4 bpp, yet maintain a high PSNR

value.

As stated earlier, classical steganography provides larger embedding rates, which are usually
more than 1 bpp. Such steganographic methods try to embed a large payload into a cover image
with high PSNR values (imperceptibility), in which more data changes the values of pixels from
busy areas. On the other hand, modern steganographic schemes are supposed to be undetectable,
rather than stressing the PSNR value, so the current scheme is also shown to be more undetectable
while it can even embed more than 1 bpp. With classical steganography, the proposed method
embeds up to the maximum reported embedding capacity, which is equal to 4 bpp [46].
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The proposed method also pre-processes the cover image sized M X N pixels in order to create
an error image. The required error image is computed by applying a suitable image quality factor

(IQF) like the one suggested in Joint Photographic Experts Group (JPEG) compression:

1. Partition cover image into non-overlapping blocks sized 8x8 pixels.

2. Apply discrete cosine transform to every block using the JPEG standard quantization table.
The cover image can be transformed using a JPEG IQF, which can be any float number
between 0 (the least expected quality or full substitution of pixel values) and 100 (identical
image without any change).

3. Apply inverse DCT to the matrix of coefficients resulted from DCT of each block.

4. The compressed image resembles the original image. It consists of some imperceptible
added noise. The amount of noise has a direct relation to compression level and embedding
rate. The larger the embedding rate, the more noise.

5. The noise becomes greater if a smaller IQF is employed. In this regard, for every pixel;j

from Coverlmg mxn where i<<M and j<<N:

Errorlmg ; j= Coverlmg ; ; — Compressedlmg i %)

According to the pixel values from the error image, multiple bases are calculated for every

corresponding pixel. Base mxx represents the matrix of multiple bases:
Base;; = log2(|Errorimgl-,]-| + 1) + OEF (6)
For embedding rates up to 1 bpp, the optimal extension fields (OEF) factor is equal to zero. It
does not increment unless the embedding rate (EmbRate) is between 2 bpp and 4 bpp. Similarly,

the whole procedure is illustrated in Figure 1, while OEF is zero. The structure of the proposed

scheme is modeled in Figure 3.4.
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= Phase 1: the secret bits are partitioned into non-overlapping 32-bit blocks. Decimal value D of
every block is represented using a corresponding pseudo random number RND. Vector D’

converts D into the base of RND and includes a list of integer values. RND is experimentally
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Figure 3.4 Structure of the proposed embedding method 3

computed utilizing a PRNG and the desired embedding rate, which is depicted in bpp. It
becomes larger for higher embedding rates because larger secret bits require larger random

numbers to divide them in smaller partitions:

EmbRate

RND = | (E2ee (7)

+ PRNG + 1) x 10| + |F2222 | x 232
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=  Phase 2: According to the embedding order, which is line by line from top to bottom of the
cover image, the algorithm reads the corresponding Base from Base mxn. Pixels with a Base
value less than two are skipped and left the way they are. Thus, only pixels with a base greater
than or equal to 2 are allowed to be embedded. Using the decimal values of every element of
vector D’ , one can convert every decimal value into the multiple-base notational system [39].
Thus, Vector D" keeps conversion(s) of every decimal value from vector D' into n number of

multiple bases. The embedding is applied in two different ways:

o Case 1: For every element of vector D", say D;' < n, which is greater than or equal to 2,

directly change pixel value using the following reversible formulation:

CoverhngLY—Df

Stegolmg;; = l J X Base;; + D}’ (8)

Base;;
Where D;’ can easily be extracted by dividing the stego image pixel value into the

corresponding Base value of the same pixel.

o Case 2: For every D;' where the value is either 0 or 1, LSBMR [53] is applied to
minimize the embedding effect for two pixel units. Note that, unlike the LSB matching
concept, there might be some pixels between two such pixels to which LSB matching is

not applied.

Phases 1 and 2 are repeated for every pixel from the cover image. If some of the secret bits have
not been embedded yet, IQF has to be decreased towards 0.01. If the secret bits are still embedded
partially, the OEF has to be incremented until the secret bits are embedded completely.
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The algorithm extracts the secret bits from the stego-image as follows:

Get Base matrix, Payload, PRNG seed number, IQF and OEF
Set NextBlock to True
Initialize SumRndBases and SumBases to 0
Initialize RndBases and MulBases to 1
Repeat for every pixel from the stego image row by row from top to bottom
If Corresponding Base value for the current pixel is greater than or equal to 2 then
If NextBlock is true then
Calculate RND according to the given payload size and PRNG
Set NextBlock to False
Set Bases and RndBases to 1
Set SumBases and SumRndBases to 0
Let M save the remainder for division of the stego pixel value into its corresponding Base
If M is either O or 1 then
Make two pixel units
Set M1 to the LSB of the 1* pixel
Set M2 to the function of 1% and 2™ pixels as proposed in LSBMR approach
Let M be M1 and M2 in order
Increment SumBases with M X MulBases
Add MulBasesX Base to MulBases
If SumBases plus MulBases is greater than RND then
Increment SumRndBases with SumBases times RndBases
Add RndBasesx RND to RndBases
If SumRndBases plus RndBases > the maximum decimal value of block of 32 bits then
Set NextBlock to True
Monitor binary form of SumRndBases as part of the secret bits extracted
Initialize SumRndBases to 0
Initialize RndBases to 1
else
Initialize SumBases to 0
Initialize MulBases to 1
Until payload is extracted completely

The embedding procedure is illustrated in Table 3-4. The decimal value of the first 32-bit block
is calculated as 105 and converted into the base of RND 100, which is (15);¢, equal to 5+1x100.
Number 5 and 1 are again converted using those pixels with their corresponding Base greater than
or equal to 2. Thus, 5 is represented as (12),3. Numbers 1 and 2 have to be embedded in two
different ways, as stated in Phase 2. The extraction is also performed in two different ways. Finally,
the extracted values are shown in boldface. Two pixels with gray-scale values 80 and 101 are

excluded because their corresponding Base values are 0 and 1, respectively.
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Table 3-4. A numeric illustration of embedding and extracting
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Pixels with values of 157 and 165 have formed a pair of pixel units to be given to LSBMR [53]
for embedding (one in both of them). Their values are identical to the original pixel values. In this
case, two pixels are spared from being changed, yet the message bits are still extractable.
According to the LSBMR algorithm, in the worst case, only one of the two pixels are incremented

or decremented.

D. Parallel modular steganography using error images

As described earlier, the embedding process for most of the state-of-the-art adaptive
steganographic methods (not easily detectable) such as highly undetectable steganography (HUGO),
edge adaptive image steganography (EA), and Adaptive £1 Steganography in Extended Noisy
Regions, is contingent upon the neighboring pixel values to prevent discovery by steganalysis
methods. Hence, the calculation of the possible embedding rate must be suspended until the
embedding process is performed pixel by pixel, in sequence. If, however, the cover image is JPEG-
compressed, an error image can be considered as an embedding map implying where and to what

extent secret bits can be embedded.

Although the quality and undetectability level of the embedded image must indeed be
maintained after embedding, it is equally important that the embedding process be sufficiently fast
and time efficient in practical use. Thus, some researchers employ customized IC-chips or
coprocessors to improve the time performance of their complex methods. Regardless of the
approach implemented, the time efficiency of a method will be improved if the method can be
executed in parallel. In practical terms, not all algorithms can be implemented in parallel owing to
data dependence during processing. Frequently, the calculations for the next step must be
suspended until the results are obtained from the previous running step. Therefore, an algorithm

that has the potential to be executed in parallel is of substantial value.

Regarding parallel execution, simple LSB insertion and LSBMR methods can easily embed
secret bits in either a pixel or a group of pixels simultaneously. These methods do not consider any
distortion based on the other pixel values surrounding a pixel where secret bits are embedded.
However, the stego images of such methods can be broken easily using either a Chi-square attack

or ensemble classifiers. Conversely, the embedding process for the state-of-the-art adaptive
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steganographic methods (not easily detectable), such as HUGO [55] and EA [54], depends on
neighboring pixel values, allowing them to embed secret bits adaptively. They adjust every target
pixel to hold the secret bits in a manner that the embedding creates less distortion based on their
neighboring pixels. Thus, it is important to have the same original values before and after
embedding pixel values; the distortion was previously calculated for every pixel. If manipulated,
pixel values are used instead of the original values to calculate the distortion; the same secret bits
cannot be extracted. Hence, the calculation of the possible embedding rate must be suspended until
the embedding process is performed pixel by pixel, in sequence. Consequently, not all undetectable

embedding methods can be executed in parallel.

Afrakhteh, Moon, and Lee [61] propose double-phase modular steganography using error
images (DPMSE). This method pre-processes JPEG compression error images created by applying
a desired Image Quality Factor (0 < IQF < 100). It then computes a base value for every pixel
according to the error image before it begins the embedding. DPMSE segments the secret bits into
non-overlapping partitions of the same size (32 bits) with corresponding pseudorandom numbers.
In the first phase, it represents every secret partition in the corresponding pseudorandom number. In
the second phase, every element of this representation is again represented in multiple bases [39].
This method embeds only in those pixels from which multiple bases greater than or equal to two
are read; it leaves the remaining pixels unchanged. This method can embed up to 4 bpp using an
over-embedding factor (OEF) and has been verified to be undetectable by Chi-square attack [51]. It
has also been con-firmed that ensemble classifiers using second-order SPAM features can detect an

embedding rate of 1 bpp with an average testing error less than that of EA.

In this section, DPMSE [61] is revised such that the maximum embedding rate is up to 1 bpp
(OEF is removed) and every 32-bit secret partition is directly represented in multiple bases
(pseudorandom numbers are removed). The revised method simplifies DPMSE to facilitate
understanding of the proposed parallel method. In this work we have the following:

1. It is confirmed that the revised version is still less detectable compared to EA [54], HUGO
[55], extended HUGO [59], and Adaptive +1 Steganography [62].

2. Itis demonstrated that the proposed method runs faster than extended HUGO in serial.

3. The revised version is re-written, implementing parallel processing mainly to improve the

time performance. A block-wise parallel algorithm is presented where a single thread is
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assigned to each block of pixels. Because of the independent behavior of the embedding
method and unlike the other methods, it is proved that each block of pixels can be
embedded independently. The effectiveness of this parallel approach is analyzed and

verified to execute approximately 55 times faster than serial execution.

MS-E is a simplified version of DPMSE that operates without OEF or pseudorandom numbers.
The error image is calculated by applying JPEG compression and the desired IQF to each § x 8
block of pixels. Multiple bases are computed based on the corresponding error image blocks and
saved in the bases matrix. The secret bits are segmented into non-overlapping 32-bit secret
partitions. Finally, every secret partition is represented in multiple bases. The pseudo-code for MS-

E can be written as follows:

1.Read Cover_image (m, n)

2.Read Secret_bits (k)

3.Read Image Quality Factor (IQF)

4.mb = nb =8 //block size

5.Secret_Partition_size=32 //in bits

6.Dec_partition=0

7.For i=1 to n, step i+nb // Block-by-block calculation of error image & Bases
7.1.  For j=1 to m, step j+mb

7.1.1. Image block=Cover image (i: i+mb-1, j: j+nb-1)
7.1.2. Compressed_block =JPEG (Image block, IQF)
7.1.3. Error image block =|Compressed_block — Image_block]|
7.1.4. Bases block-|log,(1 + Error_image_block)]
7.1.5. Bases (i: i+mb-1, j: j+nb-1)=Bases block
7.2. EndFor
8.EndFor

9.For i=1 to n // line-by-line browsing of the cover image pixels
9.1. Forj=1tom

9.1.1. If Dec_ partition = 0 then // reading the next secret bits
9.1.1.1. Read Secret_partition (Secret_bits, Secret partition_size)
9.1.1.2. Dec_ partition= Decimal Conversion(Secret_partition)

9.1.2. If Bases(i, j)= 2

9.1.2.1. Remainder =mod (Dec_partition, Bases (i, j))
9.1.2.2. If Remainder < 2 Embed Remainder by LSBMR [53]
Else Embed Remainder by Thien [46]
9.1.2.3. Dec partition=(Dec_partition — Remainder)/Bases(j, )
9.2. EndFor
10. EndFor
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Casel: For every Remainder whose value is either zero or one, LSBMR [53] is applied to
minimize the embedding effect for two pixel units. Note that in contrast to the LSB matching
concept, there could be pixels between two pixels to which LSB matching is not applied. LSBMR
[53] embeds two bits in a pair of pixels and applies a function that is dependent on the LSBs of the
pixel values. In the worst case, only one of the pixel values must be either incremented or

decremented. The best case involves retaining the pixel values intact and unaltered (Fig. 3.5).

Case 2: For every Remainder greater than or equal to two, the pixel values are changed directly

using the following pseudo-code proposed by Thien and Lin [46]:

Set d to Remainder —mod (Coverlmg; ;, Bases; ;)
If— lBasesi‘j—lj S d S [Basesi‘]-—ll then
2 2
Set Change to d

Bases; j—1
TL}J then

Set Change to d+Bases; ;

Else If 1-Bases; ; < d< — l

Basesi‘]-—l

Else If [ .

] <d<Bases;; then

Set Change to d — Bases;
Stegolmg; ; = Coverlmg; j+ Change
If Stegolmg; ; < 0 then
Stegolmg; j = Stegolmg; ; + Bases;;
Else if Stegolmg; ; > 255 then
Stegolmg; j = Stegolmg; ; — Bases;;

where Remainder can be extracted easily by dividing the stego image pixel value into the
corresponding Bases value of the same pixel. This algorithm searches for the best candidate closest
to the original pixel value. Thien and Lin [46] applied a fixed value of Bases for every pixel. We
have assigned multiple bases, denoted by Basesi,j for every pixel of the cover image. By using
multiple bases and not embedding in every pixel (in contrast to [46]), the proposed method

achieves more invisibility and less detectability, as will be shown in experimental results.
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The pseudo-code can be understood as implying that the decimal conversion of every 32-bit
partition is divided into bases greater than or equal to two. Simultaneously, the remainder of every
division is directly embedded in two different manners. If the remainders are less than two, the pair
must be embedded using LSBMR [53]; otherwise, the remainders are embedded as described by
Thien [46]. The secret partition is fully embedded if the decimal value of the Dec partition
becomes zero (line 9.1.2.3). The next secret partition must be read unless either the secret bits are

fully embedded or the image pixels are thoroughly browsed.

Input: a pair of cover image pixels x;, X; 41
Two message bits m;, m;,¢
Output: a pair of stego image pixels y;, ¥i+1

Ifml- = LSB(XL)
If miyq # f(x0Xi41)
Yier = Xig1 11

Else
Yit+1 = Xi+1
End
Vi =X
Else
If myyq # FQ—1,%41)
yi=x—1
Else
yi=x+1
End
Yit+1 = Xi+1
End

Figure 3.5 Embedding algorithm for a pair of pixels [S3]

1. Secret partition size estimation

The number of secret bits to embed depends on the IQF value, which can be calculated easily.
The estimation method is similar to binary representation. In binary representation, the maximum
number of states that can be represented using n bits is equal to the product of n instances of two
(i.e., 2"). The maximum numerical value in binary using n bits is 2" - 1. Every bit can show only
zero or one because the remainder of the division of any decimal value by two is always less than

two. That is, binary representation uses a base of two exclusively, with the result that the
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remainders are always either zero or one. The question arises, “What if we represent the numerical
value in multiple bases equal to or greater than two?” The new representation is easily proven to be

shorter than the binary version.

Suppose that we have a cover image with only 10 pixels having 10 multiple bases greater than
or equal to two (saved in the Bases matrix). In binary representation, the maximum decimal value

cannot exceed the product of all of the multiple bases, as follows:

MaxDecValue =2 X3 X3X4X3X4X5Xx2Xx2x%5
= 86,400

The decimal value 86,400 requires 17 bits in binary representation; however, it can be
represented using only ten digits using multiple bases. Whereas 2"-1 is the maximal value that can
be represented using n bits, the numerical value of MaxDecValue can be represented similarly

using N bits, as follows:

N = Secret_partition_size = |log, MaxDecValue]
= |log, 86'400 |
=16

In this manner, we are able to estimate the number of secret bits embeddable using multiple

bases, greater than or equal to two, before beginning the embedding process.

The proposed method reads non-overlapping 32-bit partitions of secret bits and the pixels
serially, line by line. However, it has been proven that the number of secret bits can be partially
estimated for every group of pixels. Therefore, the proposed method has the potential for parallel
implementation, because each processing unit (PU) can embed a portion of secret bits in a group of

pixels independently.
In contrast, HUGO, EA, and Adaptive + 1 Steganography in Extended Noisy Regions cannot

pre-estimate the quantity of the secret bits for each thread, because the embedding of each pixel or

block depends on the value of the immediately neighboring pixels, deferring knowledge of the
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amount of change, unless the secret bits are fully embedded and counted sequentially. Hence, pre-
calculation of the embedding rate becomes practically impossible, and the embedding process
cannot be implemented in parallel without knowing the size of the secret data for an individual

thread.

The embedding procedure is illustrated in Table 3-3 and Fig. 3.6. The decimal value of the first
32-bit block is calculated as 105 and converted into multiple bases of three, four, two, and five,
thereby becoming (4030)5,2,4,3 equal to 105. The numbers four, zero, three, and zero must be
embedded in two different manners, as stated in the algorithm. The extraction is also performed in

two different manners.

Finally, the extracted values are shown in boldface. Two pixels with grayscale values 80 and
101 are excluded, because their corresponding Bases values are zero and one, respectively. Pixels
with values of 87 and 165 comprise a pair of pixel units to be provided to LSBMR [53] for
embedding (zero in both). The pixel with value 165 is identical to the original pixel value. In this
example, only one pixel is unchanged, yet the message bits remain extractable. For LSBMR, only
one of the two pixels is incremented or decremented, in the worst case. Finally, every secret

partition will be extracted completely if the product of all the used Bases exceeds 232.
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Figure 3.6 Embedding example
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2. Secret partition addressing

Because it is important to read the secret partitions in the same order as they appear in the secret
bits stream, avoiding scrambling, it is necessary to address the secret partitions for each individual
thread. This can be achieved easily by saving the product of the multiple bases in another matrix
similar in size to the cover image and initialized with zero. Suppose that we have two neighboring
blocks of 3 x 3 pixels. The addressing matrix must be calculated according to the respective Bases
matrices, as shown in Fig. 3.7. It is important that the first cell of addressing matrix two be

multiplied by the last product of addressing matrix one to avoid secret-bit reading conflicts.

Bases Matrix 1 Addressing Matrix 1
3 1 2 6 0
5 0 4 30 0 120
3 6 1 360 2160 0
Bases Matrix 2 Addressing Matrix 2
3 0 1 2160 3 =6480 0 0
5 2 25920 129°600 259200
2 1 x>2 2’160x 240 0 y=2’160% 240 Xx

Figure 3.7 Relative Bases and Addressing matrices

A block-wise reading of Bases having been considered; each cell of the addressing matrix saves
the frequent product of the previous bases in the current Bases at the corresponding coordinates.
Thus, if we assign a thread to every block, the first thread for the upper block must read from the
llog, 2] to the |log, 2,160] bit of the secret bits, that is, from the first bit to the 11w. The second
block must read from the |log, 2,160 X 3|m, i.e., the 12w, of the secret bits to the |log, (240 %
2,160 X x)|m. Hence, the two threads can be executed in parallel on the condition that the second
thread knows the last product of the first block, 2160. Through a simple synchronization, they can
locate their respective secret partitions according to the addressing matrix. Furthermore, the secret
partition sizes of the two blocks are different, as the first thread reads 11 bits, and if x = 2, the
second thread reads only eight bits from the 124, bit to the |log,(518’400 X 2)]u, i.e., the 19,
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3. Parallel pre-processing phase

To accelerate the algorithm, we must also perform the error image calculation in parallel, such
that each thread or processing unit can calculate the error image of one block of pixels. However,
conflicts occur in reading the secret bits from the secret stream if we do not know the last product
of the neighboring block (e.g., 2160). Thus, Blocks Product (size 64 x 64) saves the greatest

product of each block of size 8 x 8 from a cover image of size 512 x 512.

Once all the threads have reached their greatest product values, a serial synchronization of all
the products in Blocks Product is necessary (starting at line nine in the following pseudo-code).
With this step, each thread reads the correct partition from the secret stream without conflict or

overlapping with other threads.

This is addressed in the Pre-processing phase as follows:

1.Read Cover_image (m, n)

2.Read Secret_bits (k)

3.Read Image Quality Factor (IQF)

4.mb =nb =8 //block size

5.Initialize Addressing_Matrix(m,n) cells to zero
6.Initialize Blocks_Product(:—b, %) cells to one  //64*64 blocks

7.For i=1 to n, step i+nb // Block-by-block calculation of error image & bases
7.1. For j=1 to m, step j+mb
7.1.1. Image block=Cover_image (i: i+mb-1, j: j+nb-1)
7.1.2. Compressed block =JPEG (Image block, IQF)
7.1.3. Error_image block =|Compressed_block — Image_block]|
7.1.4. Error_image(i: i+mb-1, j: j+nb-1)= Error_image block
7.1.5. Initialize Product to 1
7.1.6. For ip=i to i+mb-1
7.1.6.1. For ip=j to j+nb-1
7.1.6.1.1. Bases (ip, jp)= |log,(1 + Error_image(ip, jp))]
7.1.6.1.2. If Bases (ip, jp)= p)then
7.1.6.1.2.1. Product=Productx Bases (ip, jp)
7.1.6.1.2.2. Addressing Matrix(ip, jp)=Product
7.1.6.2. EndFor
7.1.7. EndFor

7.1.8. Update Blocks_Product(#, me) with Product
7.2. EndFor
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8.EndFor
9.Total Product=1 //Synchronizing the products calculation in Serial
10.For i=1 to :—b

10.1.For j=1 to —
mb

10.1.1. Temp=Blocks Product(i, j)
10.1.2. Blocks Product=Total Product
10.1.3. Total Product=TempxTotal Product
10.2.EndFor
11.EndFor

4. Block-wise parallel algorithm

This algorithm considers only one thread for every 8 x 8 block of pixels. Thus, every thread
reads a secret partition from the secret bits stream according to the method described in Sections ‘1’

and ‘2’. The embedding can be performed independently in parallel as follows:

1. Get Addressing Matrix and Blocks Product using Preprocessing_phase
2.For i=1 to n, step i+nb // Block by block Browsing the cover image
2.1. Forj=l1 tom, step j+mb //One thread for a block
2.1.1. Addressing_block= Addressing Matrix (i: i+mb-1, j: j+nb-1)
2.1.2. S=the first non-zero value of Addressing_block
2.1.3. E=the last non-zero value of Addressing block

2.14. Partition_start=|log, (S x Blocks Product(—,-L))]

2.15. Partition_end=|log,(E x Blocks Product(—, L)

2.1.6. Read Secret_partition (Secret_bits, Partition_start ,Partition_end)
2.1.7. Dec_partition= Decimal Conversion (Secret partition)
2.1.8. For ip=i to i+mb-1

2.1.8.1. For ip=j to j+nb-1 // Block-wise embedding of secret bits
2.1.8.1.1. If Bases(ip, jp)= then
2.1.8.1.1.1. Remainder =mod (Dec_partition, Bases (ip, jp))
2.1.8.1.1.2. If Remainder <2 then = Embed remainder by LSBMR [53]

Else Embed remainder by: Thien [46]
2.1.8.1.1.3. Dec partition=(Dec_partition — Remainder)/Bases(ip, jp)
2.1.8.2. EndFor
2.1.9. EndFor
2.2.  EndFor
3.EndFor

Because the Base matrix and its respective products are calculated on the receiver side,

we can easily extract the secret bits.
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IV. Experimental Results

The results of each of four proposed methods will be given separately. The first method,
adaptive LSB matching-revisited, mainly focuses on the importance of LSBM R method while
using the proposed embedding map where we can find the pixels holding secret bits. Unlike
LSBM-R that embeds secret bits in random pixels while trying to lower down the unwanted noise
by either 50% or 100%, the proposed method knows where to embed and then it applies LSBM-R
so that the first contribution becomes more clearly as it is less detectable compared to modern

steganographic methods. Both methods can only embed up to 1 bpp.

On the contrary, the second proposed method, modular steganography with the help of error
images, shows that it is feasible to embed even up to 4 bpp while being less detectable compared to

other methods.

The third proposed method, double phase modular steganography with the help of error images,
represents a method to make an implicit partial compression of each partition of secret bits while
making stego images even less detectable compared to the second proposed method. This method

has double phases and the first phase compresses the secret bits while the second phase embeds.

Finally, the last proposed method, parallel modular steganography using error images, reveals
the fact that although all of the proposed methods are originally faster than the state-of-the-art

methods, they can even become far faster if it is parallelized.

A. Adaptive LSBM-R using Error Images

One of the most important aspects of any performance evaluation is to use a standard data set
with a variety of image textures. The proposed scheme employs the image database of BOSS
version 1.01—it consists of 10 000 grayscale images sized 512 x 512 pixels—which is also used to
evaluate modern steganographic schemes with embedding rates less than or equal to 1 bpp. The
proposed method was implemented and executed using MATLAB R2012a (MathWorks, California
Office 970 West 190th Street Suite 530 Torrance, CA 90502, UNITED STATES) on an Intel Core
15-2500, 3.3-3.6 GHz, with 8 GB RAM.
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Modern steganography is more concerned with undetectability levels than imperceptibility, so
the PSNR value is always supposed to be high. In this regard, HUGO is a modern steganography
method in which the LSBM concept is applied to manipulate the LSB of the pixels. The
undetectability level is shown using a probability of error provided by ensemble classifiers using
second-order SPAM features and SQUARE+h* features (dim 342). When the value of the
probability error goes down, there is a greater chance of detection. HUGO [55] has been proven to
have the greatest probability of error compared with the edge adaptive method using SPAM
features [60].

Table 4-1 shows the average testing error over 10 splits of BOSS image database, which is
calculated by ensemble classifier using second-order SPAM features (dim 686). It can be seen that
HUGO, T = 90 [55], has greater detectability error compared with the proposed method. In Table
4-2, it is shown that HUGO [55] is more vulnerable to SQUARE+ h* features (dim 342), because it
has smaller detection errors compared with both adaptive LSBMR (A-LSBMR) with the help of
error images and extended HUGO [59]. Furthermore, our proposed method, A-LSBMR has a
contribution beyond HUGO with T = 90 in terms of lesser detectability (higher average testing
error). Meanwhile, it is almost as undetectable as extended HUGO with T = 255.

Table 4-1. Detectability comparison between the proposed method and the HUGO (T = 90) [55]

BOSS 1.01 database Average testing error over 10 splits (p,) using second-order SPAM
(10,000 images) features (dim 686)
Payload Capacity _
) HUGO - T=90 [55 A-LSBMR (PSNR, IQF
(bpp) (bits) 3] (PSNR. 1QP)
0.05 13,101 0.5000 0.3782 (65.28 dB, 60.0)
0.1 26,214 0.4844 0.3224 (00.00 dB, 55.0)
0.2 52,428 0.4469 0.2665 (59.25 dB, 50.0)
0.3 78,643 0.4010 0.1963 (57.49 dB, 45.0)
0.4 104,857 0.3600 0.1870 ( 56.24 dB, 40.0)
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Table 4-2. Detectability comparison between the proposed method, HUGO, and Extended HUGO

BOSS 1.01 database Average testing error over 10 splits (p,) using SQUARE+h*features (dim

(10,000 images) 342)
Payload ~ Capacity HUGO [55] HUGO [59] A-LSBMR (PSNR, IQF)
(bpp) (bits) ’
0.05 13,101 0.3233 0.4432 0.3399 ( 65.28 dB, 60.0)
0.1 26,214 0.2911 0.3993 0.2841 (62.27 dB, 55.0)
0.2 52,428 0.2254 0.3262 0.2282 (59.25 dB, 50.0)
0.3 78,643 0.1648 0.2630 0.1937 (57.49 dB, 45.0)
0.4 104,857 0.1284 0.2008 0.1844 ( 56.24 dB, 40.0)

Table 4-3 shows the global pe, which is the minimum average classification error for every
embedding method. Generally, SQUARE features provide the minimum detectability error for any
of HUGO methods with two settings and A-LSBMR. The reason is that SQUARE features are
resulted from third-order residuals and have a better detection accuracy than first-order and second-

order residuals (SPAM) for every method [60].

Table 4-3. The global p. of embedding methods resisting 2nd-order SPAM and SQUARE+ h*

Average testing error over 10 splits (p,) using

BOSS 1.01 database second-order SPAM features (dim 686) and SQUARE+h*features (dim

(10,000 images)

342)

P?g;‘l;‘;d C‘E‘gﬁgty HUGO - T=90 [55]  HUGO — T=255 [59] A-LSBMR
0.05 13,101 0.3233 0.4432 0.3399
0.1 26,214 0.2911 0.3993 0.2841
0.2 52,428 0.2254 0.3262 0.2282
0.3 78,643 0.1648 0.2630 0.1937
0.4 104,857 0.1284 0.2008 0.1844
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In Table 4-4, time performance of the proposed algorithm is about two times greater than that of
the HUGO methods [55] [59], whereas A-LSBMR executes a MATLAB source code, which is
actually slower than a source code in C language. That is to say that the proposed method could
have been executed faster if it was implemented in C language. Furthermore, the complexity of A-
LSBMR code is similar to classical schemes and can be implemented more easily. HUGO with
threshold value T = 255 has to compute more features so that it results in a longer computation time,

which is around two times slower than A-LSBMR method.

Table 4-4. Embedding time (in seconds) comparison

Embedding 0.05 0.1 02 0.3 0.4 0.5
Rates

HUGO [55] 432 437 521 5.07 5.63 5.83

HUGO [59] 475 4.80 5.72 5.79 6.19 6.41

A-LSBMR 2.02 2.04 2.43 272 2.92 3.02

>

Figure 4.1 The cover image from image database called ‘Lena
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Figure 4.2 The error image (left) and the Base matrix (right) (IQF 40, payload 0.4 bpp, 56.33 dB)

Fig. 4.1 shows the Lena image, which is one of the most commonly known standard test images
in steganography. In a simple experiment, we attempted to prove that higher IQF values would
result in more undetectability of the stego image. Theoretically, PSNR values will be greater if we
employ a higher IQF, and as it is shown in our experiments, the detection error has a direct relation
to the value of PSNR. Note that there are two error images introduced in the proposed method. One
is computed in pre-processing phase of the algorithm. As with Fig. 4.2, another error image is
calculated between the stego images and the original image to show where, and to what extent, the
impact of embedding has happened. In Fig. 4.2, the experiment is performed to embed a payload of
0.4 bpp using an IQF of 40. The Base matrix (Fig. 4.2) implies where to embed with a white pixel
for a Base value greater than 2. The black pixels are not meant to hold any secret data because they
have a Base value less than 2. The white area represents where to embed more. As can be seen, the
secret bits are scattered through the stego image (PSNR 56.33 dB), and we can hardly see the
detailed texture of the image (Fig. 4.1) in the resulted error image which is calculated from
differentiating stego image from the original image. The black area of the Base matrix has become
wider in the error image, and that is due to the fact that LSBMR will leave 50% of its pairs intact.
The same fact is true for the white areas. Those white pixels in Base matrix are changed with the

same probability of embedding change. Thus, the number of white pixels is halved, consequently.
The proposed method showed how ensemble classifiers would be affected by the JPEG IQF and
JPEG decompression artifacts. They make it more confusing to steganalysis schemes. It is also

proven that the proposed method guarantees less detectability compared with the HUGO (T =90)
method and is close to the detectability level of the HUGO (T = 255) method because, unlike a
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conventional LSBMR method, the current algorithm distributes the secret bits through the cover
image more adaptively and selects the right pixels to hold secret bits using a calculated Base matrix
as a guide. The guide exploits the texture of the cover image so that the secret data bits are
distributed through the white target pixels using LSBMR method. The execution time of the
proposed method is proven to be around two times faster than that of the HUGO methods with two
different settings. The proposed scheme requires a Base matrix to extract the secret information
successfully. Hence, there could be a solution to obtain the same Base matrix calculated from the
stego image so that the existence of a cover image is not necessary. This can be investigated in

future work.

B. Modular Steganography with the help of error images

Modern steganography is more concerned with undetectability levels than imperceptibility;
hence, PSNR values are generally high. In this regard, HUGO and EA are modern steganography
methods in which the LSB matching concept is applied to manipulate the LSB of the pixels. The
undetectability level is shown using second-order SPAM features (dim 686) and SQUARE + h*
features (dim 342). When the value of the probability error decreases, there is a greater chance of
detection. HUGO has been proven to have the greatest probability of error compared to EA and
LSB matching [60].

Table 4-5 lists the average testing error for the two features over ten splits (P.) of the BOSS
images for the proposed method and other state-of-the-art embedding methods. Table 4-6 shows
the global P., the minimum average classification error, for every embedding method compared in
Table 4-5. Generally, SQUARE features provide the minimum detectability error for both HUGO
methods and the proposed method. This is because the SQUARE features result from third order
residuals and have a better detection accuracy than the first and second order residuals (SPAM) for
every method [60]. As depicted, our proposed method, modular steganography with the help of
error images (MS-E), performs better than EA [54], HUGO (T = 90) [55], and HUGO (T = 255)
[59] in terms of lower detectability (higher average testing error). It has been proven in [59] that
HUGO (T = 90) is vulnerable to other features, particularly the SQUARE + h* combination. Table
4-6, shows the weakness of HUGO (T = 90) [55] to SQUARE + h* features in such a way that the
detectability error is almost halved, i.e., the stego images created by HUGO (T = 90) are more
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detectable by using these features in the ensemble classifiers. Thus, [59] improves HUGO (T = 90)
[55] by increasing T to 255, called HUGO (T = 255). However, HUGO for either setting is still
more detectable than MS-E.

Table 4-5. Detectability comparison between MS-E and HUGO (T = 90) [55]

BOSS 1.01
database Average testing error over ten splits (p,)
(10,000 images)
HUGO
HUGO _
Payload Capacity £ [54] T=90[55] .2 MS-E
. [59]

(bpp)  (bits) ——

SPAM  Squth' SPAM Squth*  Squ+h* SPAM  Squih* IQF " jp

0.05 13,101 0.47 0.42 0.50 0.32 0.44 0.47 0.47 96 65.19
0.1 26,214  0.43 0.36 0.48 0.29 0.39 0.45 0.49 94 62.29
0.2 52,428 0.33 0.27 0.44 0.22 0.32 0.40 0.37 90 59.46
0.3 78,643 0.25 0.21 0.40 0.16 0.26 0.35 0.34 85 57.83
0.4 104,857  0.19 0.16 0.36 0.12 0.20 0.24 0.28 75  56.63

0.5 131,072 0.15 0.14 0.31 0.09 0.14 0.14 0.23 55 55.57

Table 4-6. The global p, of four embedding methods resisting 2nd order SPAM and SQUARE+h*

BOSS 1.01
database Minimum average testing error over ten splits (global p,)
(10,000 images)

Poed Copy gy MU0 M0, e
0.05 13,101 0.4292 0.3233 0.4432 0.4779
0.1 26,214 0.3668 0.2911 0.3993 0.4504
0.2 52,428 0.2795 0.2254 0.3262 0.3798
0.3 78,643 0.2112 0.1648 0.2630 0.3401
0.4 104,857 0.1644 0.1284 0.2008 0.2477
0.5 131,072 0.1421 0.0926 0.1468 0.1428
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Table 4-7. The global p, of Adaptive =1 Steganography in Extended Noisy Regions [62] and MS-E

BOSS 1.01
database . .
(1000 random Average testing error over ten splits (p,)
images)
Adaptivex1 Steganography in MS-E
Extended Noisy Region [62]
Payload Capacity

(bpp) (bits)

SPAM s GUARE+h* SPAM s UARE+h*
(dim (dim 342) global P, (dim (dim 342) global P,
686) 686)

0.05 13,101  0.4917 0.4647 0.4647 0.4920 0.4932 0.4920
0.1 26,214  0.4711 0.4207 0.4207 0.4585 0.4681 0.4585
0.2 52,428  0.4382 0.3441 0.3441 0.4228 0.4207 0.4207
0.3 78,643  0.3898 0.2743 0.2743 0.3937 0.4073 0.3937
0.4 104,857 0.3303 0.2110 0.2110 0.3206 0.3665 0.3206
0.5 131,072 0.2833 0.1672 0.1672 0.1697 0.2983 0.1697

Table 4-8. Embedding time (in seconds) of HUGO, Extended HUGO and MS-E using “Lena”
Embedding

Rates 0.05 0.1 0.2 0.3 0.4 0.5
HUGO [55] 4.37 4.43 4.52 4.63 4.69 4.81
HUGO [59] 4.74 4.79 4.97 5.07 5.16 5.33

MS-E 1.78 1.89 2.13 2.27 2.46 2.63

Table 4-7 presents another comparison in terms of the global P., the minimum average
classification error for MS-E and Adaptive +1 Steganography in Extended Noisy Regions [62]. The
experiment applies both methods on 1000 randomly chosen images from the BOSS database and
the secret data is generated randomly for both methods. It is clear that the minimum testing error
has greater values for the proposed method. This implies that MS-E can embed more adaptively in
noisy regions without applying a noisy function. The error image by itself simply conveys where

and to what extent the secret data can be embedded.
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Table 4-8 shows that the execution time of the proposed algorithm is around 2.32 times faster
than the extended HUGO method [59]. The code is less complex than HUGO because MS-E only
computes the error image for the cover image and there is no need to calculate more than 107
features, as computed by HUGO. HUGO with T = 255 has to compute more features, resulting in

longer computation times that are about two times slower than MS-E.

It is also worth mentioning that Adaptive +1 steganography in extended noisy region [62] could
be run about 3.93 times faster than the extended HUGO [59] using source code written in C, while
it can be detected more easily than MS-E (Table 4-7). Furthermore, MS-E does not require noisy
functions and only relies on an interpretation of the error image. In terms of time performance, MS-
E could have been executed faster if it had been implemented in C, even though it executes in
MATLAB, which is slower than source code in C, because C/C++ is a lower-level language and
generates relatively optimized machine code when compared to high-level languages like
MATLAB.

Fig. 4.3 shows the third grayscale image of the BOSS database. In a simple experiment, we
attempted to prove that higher IQF values would result in more undetectability of the stego image.

Theoretically, PSNR values will be greater if we employ a higher IQF.

e

Figure 4.3 Third cover image from BOSS 1.01, “3.gm”
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(2 (b)
Figure 4.4 Error image (a) and Base matrix (IQF: 8, Payload: 1 bpp, 52.69 dB) (b)

(a) (b)
Figure 4.5 Error image (a), and Base matrix (IQF: 1, Payload: 1 bpp, 51.54 dB) (b)

Note that there are two error images introduced in the proposed method. One is computed in
pre-processing phase of the algorithm. With both Figs. 4.4 and 4.5, another error image is
calculated between the stego image and the original image to show where, and to what extent, the
embedding has happened. In Fig. 4.4, the experiment is performed to embed a payload of 1 bpp
using an IQF of eight. As can be seen, the secret bits are scattered through the cover image (PSNR
=52.69 dB), and it is difficult to see the detailed texture of the image (Fig. 4.3).
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On the other hand, Fig. 4.5 shows the effect on the image texture when the secret bits are not
well scattered but concentrated in the middle of the image (PSNR = 51.54 dB, IQF = 1). The
imperceptibility level is given by the PSNR values. Because the second experiment in Fig. 4.5, has
a smaller PSNR, it is considered more visible, and the detected probability of error can also be less
than the first experiment in Fig. 4.4 according to the Table 4.9. This is because when IQF is one,
the method has greater computed Base values, and hence the secret bits can be embedded using
fewer pixels, although the change is significantly larger. If IQF = 8, the Base values are smaller,
and the secret bits are depicted using more pixels, however, the change is well distributed among

more pixels and is hence considerably smaller.

To explain further, the Base matrix corresponds to every pixel of the cover image and each cell
in Base has a value ranging from zero (black pixels) to 255 (white). In the areas located above the
hills in Fig. 4.4 and 4.5, there is a clear difference. The Base matrix resulting from an IQF of eight
has notably darker areas compared to the one resulting from an IQF of one. An IQF of one creates
significantly larger base values so that the pixel values tend to white, while those of IQF = 8 are
smaller and the pixels tend to black. For the same reason, the secret bits affect the stego image of
IQF = 8 less and the texture of the cover image is less changed compared to the one shown in Fig.
4.5. The lower amount of change in the texture brings about greater PSNR values and the
detectability is consequently decreased, as feature extraction methods are more sensitive to the
busy areas that form the texture of the stego image. The stego image would be broken if the method
embedded more information in busy regions. The method with IQF = 8 tries to embed in smooth
areas, whereas if IQF = 1, it concentrates more on busy areas. This is revealed in the error image,

where the texture is clearer when using IQF = 1.
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Table 4-9. MS-E experiment results with different IQFs for the same payload

B((DISOS,OIO.(()) 1irgz;;aebsa)lse Experiment | Parlélrflle]:ers Experiment 2 Parlélrflle]:ers
el Cpe w0 a W o
0.05 13,101 0.4401 65.41 90.0 0.4782 65.19 96.0
0.1 26,214 0.3822 62.55 80.0 0.4504 62.29 94.0
0.2 52,428 0.3072 59.57 70.0 0.4066 59.46 90.0
0.3 78,643 0.2303 57.81 60.0 0.3506 57.83 85.0
0.4 104,857  0.1690 56.55 50.0 0.2477 56.63 75.0

Table 4-9 summarizes the experiments using all 10,000 images from the BOSS database. It is
clear that Experiment 2 is less detectable because of the greater values of error and a more
complete scattering of the secret bits. Smaller values of IQF increase the probability of detection
with less average testing error (P.) by ensemble classifiers. We can see that PSNR values are
slightly greater than those of Experiment 2, whereas Experiment 1 is more detectable according to
the smaller P.. Hence, imperceptibility (greater PSNR values) does not necessarily guarantee less

detectability by ensemble classifiers.

The proposed method imposes lesser changes on the cover image pixel values because the
decimal value of every 32-bit secret block becomes smaller if it is divided into multiple base
numbers assigned to cover image pixels. Hence, the decimal value of a 32-bit secret block is
broken down into much smaller remainders. For embedding smaller remainders, a smaller change
in pixel value is required; hence, smaller changes are applied to the cover image. Less change leads
to a greater PSNR value and lower detectability. In this regard, more secret bits are embedded,
despite smaller changes being made to the cover image. Unlike the MBNS method, the greatest
change to be enforced on each pixel is computed from an error image. Furthermore, the impact of
the change is minimized using LSB matching. We have also shown how varying the JPEG image
quality factor and JPEG recompression artifacts affect steganalysis. It decreased the chances of
detection by steganalysis schemes. We also showed that the larger the embedding rate, the higher
the chance of detectability, and vice versa. Furthermore, the results prove that the proposed method
guarantees less detectability compared to EA [54], HUGO (T = 90) [55], HUGO (T = 255) [59],
and Adaptive =1 Steganography in Extended Noisy Regions [62] methods, because the algorithm
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distributes the secret bits throughout the cover image more uniformly and selects the appropriate
pixels to hold secret bits using the calculated Base matrix as a guide. The source code is written in
MATLAB and executes about twice as fast as the HUGO methods that were coded in Visual C.
Further, the proposed scheme could be executed significantly faster if it was coded in Visual C

because this language is appreciably quicker than MATLAB.

C. Double Phase Modular Steganography with the help of error images

Besides using BOSS image database which is also used in modern steganographic schemes, for
classical steganographic schemes with embedding rates over 1 bpp, the results from the
experiments are given using the same message size and standard cover images, such as Lena,

Baboon, Peppers, and so on (Fig. 4.6).

Lena  Lake o - Peppers Baboon
Figure 4.6 Standard grey-scale images frequently used in classical steganography

On the other hand, modern steganography is more concerned with undetectability levels than
imperceptibility, so PSNR value is always supposed to be high on a huge image database BOSS. In
this regard, HUGO and EA are modern steganography methods in which the LSB matching
concept is applied to manipulate the LSB of the pixels. The undetectability level is shown using a
probability of error provided by ensemble classifiers using second-order SPAM features. When the
value of the probability error goes down, there is a greater chance of detection. HUGO has been
proven to have the greatest probability of error compared to the EA method and LSB matching [60].
As depicted in Table 4-10, our proposed method, double phase modular steganography with the
help of error images (DPMS-E), has a contribution beyond EA in terms of lesser detectability
(higher average testing error). It is almost as undetectable as HUGO. On the other hand, DPMS-E
is able to embed up to 4 bpp, whereas HUGO and EA can only embed up to 1 bpp. The execution
time of the HUGO algorithm is about 5.47 s for 0.4 bpp, whereas DPMS-E executes in only 3.5 s
using the same processor. Furthermore, the complexity of DPMS-E code is similar to classical

schemes and can be implemented easier.
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Table 4-10. Detectability comparison between DPMS-E and HUGO and EA approaches

BOSS 1.01 database

(10,000 images) Average testing error over 10 splits (p,) using 2nd SPAM features

Payload Capacity

(bop) (bits) EA [54] HUGO [55] DPMS-E (PSNR, IQF, OEF)
0.05 13,101 0.4717 0.5000 0.4814 (68.79 dB, 96.0 , 0)
0.1 26,214 0.4309 0.4844 0.4571 (65.43 dB, 94.0, 0)
0.2 52,428 0.3381 0.4469 0.4089 (62.57 dB, 90.0, 0)
0.3 78,643 0.2549 0.4010 0.3605 (60.89 dB, 85.0, 0)
0.4 104,857 0.1920 0.3600 0.2697 (59.49 dB, 75.0, 0)

Classical steganography usually considers the PSNR value when the payload exceeds 1 bpp.
The highest PSNR value was reported by Thien and Lin [46], which was smaller than the achieved
PSNR value by the proposed method, whereas DPMS-E was still undetected by the Chi-square
attack. Hence, it was proven that the proposed method is able to embed up to 4 bpp with a greater
PSNR while being less detectable. The achieved PSNR results are shown in Table 4-11. Our
proposed method was applied to the same images and embedded with the same number of bits. It
was also shown that the proposed method performs better compared to other classical
steganographic schemes in terms of PSNR values. Thien and Lin had a smaller PSNR value, and
their method is detectable even with a simple Chi-square attack that is completely outdated (Fig.
4.7 and 4.8). We can see that roughly 40 % of the pixels are changed with a probability of 1, while
this value equals 1 for 100 % of the pixels if 4 bpp is embedded.

As described earlier for classical steganography, the MBNS method [39] contributed by
presenting higher imperceptibility values (i.e., PSNR) over PVD [30] and BPCS [41]. Table 4-11
shows that the proposed method performs better than other methods in terms of reported PSNR
values. The reason is that the decimal value of a block gets smaller if it is divided into a generated
random number. Because of this, the decimal value of a 32-bit block would be broken down into

much smaller remainders. For embedding smaller remainders, a lower number of bases is required,
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so that less change is applied to the cover image. Less change leads us to a greater PSNR value. In
this regard, more secret bits are embedded, even though less change is made to the cover image.
Larger embedding rates need larger RNDs, too. Unlike the MBNS method, the greatest change to
be enforced on each pixel is computed based on an error image, as explained. Furthermore, the

impact of the change is minimized using LSB matching.

Table 4-11. A comparison to the classical steganographic schemes in terms of PSNR value

P?gli;ld C?gﬁgty Cover Image Embedding Method P(EI]\S{
Modified PVD 40.07

1.68 440,000 Baboon
DPMS-E (IQF=4, OEF=0) 50.10
BPCS 34.60
1.68 440,000 Lena PVD 41.70
DPMS-E (IQF=2, OEF=0) 50.37
Side-Match 33.53

2.52 660,725 Baboon
DPMS-E (IQF=2, OEF=0) 44.98
Zeki et al. 27.52
2.5 655,360 Lake Parah et al. 34.59
DPMS-E (IQF=0.01, OEF=0) 45.29
MBNS 38.10

2.82 740,000 Man
DPMS-E (IQF=0.01, OEF=5) 40.84
K-LSB 37.92
3.0 786,432 Peppers Soleimani and Niazi Torshiz 40.27
DPMS-E (IQF=0.01, OEF=5) 40.35
Simple LSB replacement 31.83
Chang et al. 31.89
4.0 1,048,576 Lake Chen 34.34
Thien and Lin 34.80
DPMS-E (IQF=0.01, OEF=10) 36.91
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Figure 4.7 Chi-square attack on two stego images embedded with 1 and 4 bpp by Thien and Lin
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Figure 4.8 Chi-square attack on two stego images embedded with 1 and 4 bpp by DPMS-E

Fig. 4.9 shows the first grayscale image out of 10,000 images provided by the image database of

BOSS version 1.01. In a simple experiment, we attempted to prove that higher IQF values would

result in more undetectability of the stego image. Theoretically, PSNR values will be greater if we

employ a higher IQF. Note that there are two error images introduced in the proposed method. One

is computed in Phase 1 of the algorithm. As with either of Figs. 4.10 or 4.11, another error image is

calculated between the stego image and the original image to show where, and to what extent, the

impact of embedding has happened. In Fig. 4.10, the experiment is performed to embed a payload

of 0.4 bpp using an IQF of 83. As can be seen, the secret bits are scattered through the cover image
(PSNR 57.42 dB), and we can hardly see the detailed texture of the image (Fig. 4.9). On the other
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hand, Fig. 4.11 represents the detail of the image texture when the secret bits are not well scattered
but lumped up in the middle of the image (PSNR 57.28 dB, IQF 20). The imperceptibility level is
shown by the PSNR values, and the second experiment shows a smaller PSNR, so it is considered
more visible, such that the detected probability of error is also less than the one with IQF 83. The
reason is that IQF 20 has bigger computed Base values, so the secret bits can be embedded using
fewer pixels, while the change is much bigger. IQF 83 has smaller Base values, and the secret bits
are depicted using more pixels, while the change is well distributed among more pixels and is much
smaller, too. Feature extraction methods are more sensitive on the busy areas, and the stego image
would be broken as soon as it embeds more in busy regions. IQF 83 tries to embed in smooth areas,
whereas IQF 20 is more concentrated on busy areas. This is revealed in the error image because the

texture is clearer when using IQF 20.

Figure 4.9 First cover image from image database BOSS 1.01 called “1.pgm”
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Figure 4.10 Left, the error image, and right, the Base matrix (IQF 83, Payload 0.4 bpp, 57. 42 dB)

Figure 4.11 Left, the Error image, and right, the Base matrix (IQF 20, Payload 0.4 bpp, 57. 28 dB)

Table 4-12. DPMS-E experiment results with different IQFs for the same payload

B((DISOS,OIO.(()) 1irgz;;aebsa)lse Experiment | Parl:rgle]:ers Experiment 2 Parlglrfllel:ers
P?gli‘l;‘;‘d C‘E‘gﬁgty P, P(ig{ IQF OEF P, P(ig{ IQF  OFF
005 13,101 04505 6729 900 0 04814 6879 960 0
0.1 26214 03975 6386  80.0 0 04571 6543 940 0
0.2 52428 03351 6114 700 0 04089 6257  90.0 0
0.3 78,643 02745 5943 600 0 03605 6089 850 0
04 104857 01838 5839 500 0 02697 5949 750 0
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Table 4-12 benchmarks the experiment using 10,000 images from the BOSS database. It is clear
that experiment “2” is less detectable due to the greater values of error and a complete scattering of
the secret bits. Smaller values of IQF increase the probability of being detected with less average

testing error (P¢) by ensemble classifiers.

The proposed method shows how steganalysis would be affected by the JPEG image quality
factor and JPEG recompression artifacts. They make it more confusing to steganalysis schemes. It
is also proven that a higher IQF number guarantees less detectability compared to the edge adaptive
method, and is close to HUGO’s detectability level because the algorithm distributes the secret bits
through the cover image more evenly and selects the right pixels to hold secret bits using a
calculated Base matrix as a guide. The execution time of the proposed method is considered more
than 2 times faster than HUGO. In addition to this, unlike LSB matching—based methods, EA and
HUGO embed at 1 bpp, whereas this scheme can embed at 4 bpp.

D. Parallel modular steganography using error images

The experiments were conducted with two objectives. The first was to compare the
undetectability level achieved by MS-E to state-of-the-art methods such as EA and HUGO. Then,
an effectiveness and processing speed analysis of the block-wise parallel approach was calculated

mathematically to demonstrate the throughput gained by parallel processing.

We used both SQUARE and SPAM features because SQUARE features generally provide less
detectability error. This is because SQUARE features result from third-order residuals and have

superior detection accuracy to first or second-order residuals (SPAM) for all methods [60].

Table 4-13 presents the average testing error (P.) using second order SPAM and SQUARE+h*
features over ten splits of 10,000 images in the BOSS database. According to Table 4-13 results,
Table 4-14 confirms that the global P. of MS-E, the minimum average classification error for every
embedding method, contributes more than EA and both of HUGO methods in terms of a lower
detectability level through the use of ensemble classifiers using different features (higher average

testing error).
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Table 4-13. Average testing error over 10 splits (p,) comparison on BOSS 1.01 database
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Table 4-14. Global p, while resisting 2nd order SPAM and SQUARE+h* features

Payload (bpp)  Capacity (bits) EA HUGO T=90 HUGO T=255 MS-E
0.05 13,101 0.4292 0.3233 0.4432 0.4779
0.1 26,214 0.3668 0.2911 0.3993 0.4504
0.2 52,428 0.2795 0.2254 0.3262 0.3798
0.3 78,643 0.2112 0.1648 0.2630 0.3401
0.4 104,857 0.1644 0.1284 0.2008 0.2477
0.5 131,072 0.1421 0.0926 0.1468 0.1697

Table 4-15. Global p, of Adaptive =1 Steganography in Extended Noisy Regions [62] and MS-E

Adaptivex1 Steganography in Extended

Noisy Regions [11] MS-E

Payload Capacity

(bpp)  (bits) SPAM  SQUARE+h* ., SPAM  SQUARE+h* global
(dim686)  (dim342) SO Feqin6ge)  (dim342) P

0.05 13,101 0.4917 0.4647 0.4647 0.4920 0.4932 0.4920
0.1 26,214 0.4711 0.4207 0.4207 0.4585 0.4681 0.4585
0.2 52,428 0.4382 0.3441 0.3441 0.4228 0.4207 0.4207
0.3 78,643 0.3898 0.2743 0.2743 0.3937 0.4073 0.3937
0.4 104,857 0.3303 0.2110 0.2110 0.3206 0.3665 0.3206
0.5 131,072 0.2833 0.1672 0.1672 0.1697 0.2983 0.1697

Table 4-15 presents a comparison in terms of the global Pe, the minimum average classification
error for MS-E and Adaptive =1 Steganography in Extended Noisy Regions [62]. The experiment
applied both methods on 1,000 randomly chosen images from the BOSS database and the secret
data was generated randomly for both methods. It is clear that the minimum testing error has
greater values for the proposed method. This implies that MS-E can embed more adaptively in
noisy regions without applying a noisy function. The error image by itself simply conveys where

and to what extent the secret data can be embedded.
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Table 4-16. Time performance comparison (in seconds)

Embedding Rates(bpp) 0.05 0.1 0.2 0.3 0.4 0.5
HUGO 4.37 4.43 4.52 4.63 4.69 4.81
Extended HUGO 4.74 4.79 4.97 5.07 5.16 5.33
MS-E 1.78 1.89 2.13 2.27 2.46 2.63

Table 4-16 presents the embedding processing times using the 512 x 512 grayscale image “Lena”
as the cover. The execution time of the proposed algorithm is approximately 2.32 times faster than
the extended HUGO method [59] in serial mode. Adaptive 1 Steganography in Extended Noisy
Regions [62] is reported to be 3.93 times faster than the extended HUGO [59] using a C
implementation. However, it can be detected more easily than MS-E (Table 4-15). Regarding time
performance, MS-E could have executed faster if it had been implemented in C. It executed in
MATLAB, which is slower than C code, a lower-level language that generates relatively optimized
machine code when compared to high-level languages such as MATLAB. In the next section, we
will prove that, unlike [62] that has block dependency in noisy regions, the proposed method can be
executed more quickly because it has the ability to be parallelized. The current method is a semi-
blind steganography method. This implies that the receiver has the original image in advance or the
compressed “Base matrix” is provided before the stego image is sent. Knowing the original image
and the sender’s image quality factor (shared key), the receiver can easily create the base matrix
without applying noisy functions to the neighboring blocks. Hence, the dependency rate between
the blocks of pixels tends to zero and speedup is possible. Therefore, every block can be embedded
independently from the processing of the neighboring blocks of pixels.

The proposed code is less complex than that of HUGO and Adaptive +1 Steganography in
Extended Noisy Regions [62] because MS-E does not require noisy functions and relies only on an
interpretation of the error image. There is no requirement to calculate more than 107 features, as
required by HUGO. Extended HUGO must compute additional features resulting in longer

computation times, approximately two times slower than MS-E.
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1. Speedup analysis

As discussed by Wu Lee [63], there are many factors influencing the performance of any
parallel algorithm, such as concurrency, grain size, speedup, efficiency, and effectiveness. An
algorithm is concurrent if a significant portion of its instructions can be run in parallel. The
parameter Tp is the total number of instructions. The grain size parameter (Gp) depends on the
number of instructions executable in parallel, using numerous PUs. Speedup is the measure

calculated as below:

Sequentional Computation Time _ Tp

Speedy, = =
peecup Parallel Computation Time Gp

The algorithm efficiency parameter (Ep) is calculated by dividing Sp into PU. Finally, a parallel

algorithm is considered effective if it can maximize the product Sp x Ep, as explained in [64] [65]

[66].

The first serial method proposed in Section II1.D is not considered concurrent, even though it is
less detectable and executes more rapidly than others, because all the instructions must be run
serially. Hence, block-wise and pixel-based algorithms are proposed to demonstrate that the first

algorithm also has the potential to run in parallel.

First, the total number of either serial or parallel instructions must be recognized for every
algorithm. Then, the effectiveness of the algorithm must be calculated based on the total number of

instructions.

2. Pre-processing phase analysis

Table 4-17 indicates the total number of serial and parallel instructions according to the line
numbers of the parallel pre-processing phase defined in Section I11.D.3 and used at the beginning of
the block-wise parallel algorithm. If-condition clauses of the pre-processing phase have the
probability True for 0.5, which is equal to the applied embedding rate in this example. Tp is
calculated as the sum of the right-most column of Table 4-17; its value is 561,159, including

12,295 instructions that can be run only serially.
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Table 4-17. Pre-processing phase instruction-type analysis

From To Type P (Ins #) Repetition P x Repetition
1 6 Serial 6 1 6

7.1.1 7.1.5 Parallel 5 64x64 20°480
7.1.6.1.1 7.1.6.1.2.2 Parallel 1+0.5% 2 X 8x64x064 524°288

7.1.8 7.1.8 Parallel 1 64x64 4’096

9 9 Serial 1 1 1

10.1.1 10.1.3 Serial 3 64x64 12°288

3. Block-wise speedup analysis

Instruction types are identified and shown in Table 4-18. Lines 2.1.2 and 2.1.3 are run in a
nested For-loop; this is omitted herein to increase readability. The first and last non-zero cells of a
matrix must be found. Therefore, 64 pixels must be read to determine these values (Repetition 8 x

8). In this situation, Tp equals 1,368,071, including 12,295 instructions that can be run only serially.

As images of size 512 x 512 are used, we have 262,144 pixels, each represented by one
byte. The block size for the image compression is 8§ x 8. Considering this, we calculate other

factors as below:

Cover image size in pixels = 512x512 =262"144 pixels

Block Size in pixels = 8x8 =64

Total number of blocks = 256 KB/64 =4096

Maximum threads = 4096 (as many as block numbers)
1bit 32 bits

Desired embedding rate of 0.5 bpp = pixel — 64 pixels

Average secret partition size for 64 pixels = 32 bits

Total number of symbols = 4096x32 bits = 16’384 bytes

Assumed message size =131°072bits = 16’384 bytes
-67 -
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The proposed method could embed more or fewer than 32 bits in a block of 64 pixels,
depending on the texture of each block. The embedding rate 0.5 bpp implies that approximately 32
bits can be embedded from 64 pixels if half of the bases equal two. The secret partition size
increases if the bases are significantly greater than two. The opposite is also true. We can calculate

the effectiveness of the block-wise parallel algorithm as depicted in Table 4-19.

Table 4-18. Block-wise instruction-type analysis

From To Type P (Ins. #) Repetition P x Repetition
1 1 Serial 12°295 1 12°295

1 1 Parallel 548’864 1 548’864

2.1.1 2.1.1 Parallel 1 64x64 4’096

2.1.2 2.1.3 Parallel 1 X 8x64x064 262’144

2.14 2.1.7 Parallel 4 64x64 16’384

2.1.1 2.1.1 Parallel 2 8x8x64x64 524°288

Table 4-19. Maximization look-up table

PU Gp Sp Ep SpxEp
1 1’368°071 1 1 1

50 39°410.52 34.71 0.6943 24.1
80 29°242.2 46.78 0.5848 27.36
100 25°852.76 52.92 0.5292 28.003
110 24°620.76 55.57 0.5052 28.069
120 23°593.13 57.99 0.4832 28.019
400 15°684.44 87.23 0.2181 19.02

10°000 12°430.58 110.06 0.011 1.21
500’000 12°297.71 111.25 0.000222 0.0248
1’355°776 12296 111.26 0.000082 0.0091
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As Fig. 4.12 indicates, the value of Sp x Ep is maximized at processing unit 110 (pixel in red).
We can conclude that the algorithm is effective and that for an embedding rate of 0.5 bpp, 110 is
the optimal number of PUs.
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Processing Unit (PU)

Figure 4.12 Maximization point shown at number of PUs
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V. Conclusion

We proposed an efficient steganographic method which is not only highly undetectable, but also
one whose time performance is greater than the state-of-the-art approaches. In addition, the
proposed method has the potential to be implemented in parallel while it is highly less detectable
than the state-of-the-art methods.

“Adaptive least significant bit matching revisited with the help of error images” has shown how
ensemble classifiers would become confused by the JPEG IQF and JPEG decompression artifacts.
It is also proven how undetectable a stego-image will become if we distribute the secret bits
through the cover image more adaptively and select the right pixels to hold secret bits using a
calculated Base matrix as a guide. The guide exploits the texture of the cover image so that the
secret data bits are distributed through the white target pixels while trying to affect the cover image
the least by utilizing LSBM-R method for every pair of target pixels. The execution time of the
proposed method is proven to be around two times faster than that of the HUGO methods with two
different settings.

MS-E which stands for “Modular steganography with the help of error images” simplifies
DPMS-E and imposes lesser changes on the cover image pixel values because the decimal value of
every 32-bit secret block becomes smaller if it is divided into multiple base numbers. Hence, the
decimal value of every 32-bit secret block is broken down into much smaller remainders and a
small change in pixel value is required, consequently. Thus, less change leads to a greater PSNR
value and lower detectability while more secret bits are embedded utilizing either LSBM-R or
MBNS method. Unlike the original MBNS method, the greatest change to be enforced on each
pixel is computed from an error image and the smallest impact of the change is minimized using

LSB matching.

DPMS-E stands for “Double phase modular steganography with the help of error images” and
it applies a second phase of implicit compression using pseudo random numbers. Thus, unlike LSB
matching—based methods, EA and HUGO methods that can only embed up to 1 bpp, this scheme
could even embed up to 4 bpp. DPMS-E is less detectable compared to the MS-E due to the

application of an extra phase using pseudo random numbers.
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We proved that ensemble classifiers have a greater probability of error when detecting the
resulting stego-images. Furthermore, the execution time of the proposed method in serial was
verified to be approximately 2.32 times faster than HUGO. Moreover, we explained that owing to
their embedding dependency, EA and HUGO cannot be implemented in parallel while the proposed
“Parallel Modular Steganography Using Error Images (P-MSE)” has a speedup of over 55 times
using 110 PUs. Thus, the block-wise parallel algorithm can be an effective, highly undetectable
parallel implementation of MS-E in real-time processing. It can even be more undetectable if we

use DPMS-E.
The drawback of the proposed scheme is that it requires a Base matrix to extract the secret
information successfully so that the existence of a cover image would not be necessary. For future

work, a CUDA (Compute Unified Device Architecture) implementation of the block-wise
algorithm can be investigated with NVIDIA graphic cards or field-programmable gate array boards.
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ABSTRACT

Highly Undetectable Modular Steganography using Error Images

Afrakhteh Masoud

Advisor: Prof. Jeong-A Lee, Ph. D.
Department of Computer Engineering
Graduate School of Chosun University

Steganography detectability has become a major concern as the secret message size increases.
As such, it has become more complex to maintain a greater level of undetectability in most state-of
—the-art methods such as HUGO (highly undetectable steganography), Extended HUGO, Edge
Adaptive (EA), £1 embedding in extended noisy regions and LSB-Matching revisited. They
employ surrounding pixels to estimate the number of secret bits to conceal in a typical target pixel;
however, they endure complex, time-consuming calculations considering the neighboring pixels
and edge regions of a cover image. As a result, the stego-image might become less detectable by
extracting steganalysis feature sets such as SPAM and Squaret+h”*. Accordingly, their time
performance level degrades as they try to gain a lower level of undetectability. The state-of-the-art
methods have to embed pixel by pixel in serial while depending on the previous changed pixel
values for the next target pixels and the presence of such data dependency does not make parallel

execution feasible.

The main goal of this research is to come up with an efficient steganographic method which is
not only highly undetectable, but one whose time performance is greater than the state-of-the-art
approaches. In order to achieve this, we formulated and designed a method using an error image by
differentiating an original image from its respective JPEG compressed image for every non-
overlapping block of 8x8 pixels from a cover image. The error image can be simply considered as
an embedding map implying where and to what extent secret bits are to be embedded. In addition,
the amount of secret bits (payload) will be known to the sender prior to initializing the embedding

process so that each processing unit for an individual block of pixels will easily select a pre-

-76 -

Collection @ chosun



assigned partition of secret bits to embed in the same block. Hence, all processing units can be run

in parallel while there will be no scrambling of the secret bits after extraction.

The proposed method is proven to be highly undetectable because our proposed method
basically distributes the secret bits through the cover image more adaptively and selects the right
pixels to hold secret bits using a calculated Base matrix as a guide. The guide exploits the texture of
the cover image so that the secret data bits are distributed through the proper target pixels.
Secondly, the decimal value of every 32-bit secret block becomes smaller if it is divided into
multiple base numbers assigned to cover image pixels. The decimal value of a 32-bit secret block
was divided into some pseudo random number and broken down into much smaller remainders. For
embedding smaller remainders, a smaller change in pixel value is required; hence, smaller changes
are applied to the cover image. As a result, less change led to a greater PSNR value and lower

detectability.

We also explained that owing to the existing embedding dependency of the state-of-the-art
methods, they cannot be implemented in parallel while in the proposed “Parallel Modular
Steganography Using Error Images (P-MSE)”, every processing unit could embed a part of secret
partition in a pre-defined block of pixels. Accordingly, scrambling of the secret bits was avoided
when they are extracted at the receiver side. The proposed method results in a speedup of over 55

times using 110 PUs.
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